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Abstract

We study the causal implications of high levels of financial deepening for economic devel-

opment and banking crises in a panel of countries over the past seven decades. We adopt a

factor-augmented heterogeneous difference-in-differences estimator and find, in contrast to

the existing literature, that very high levels of financial development do not lead to lower

long-term economic growth or a higher likelihood of banking crises associated with ‘credit

booms gone bust’ cycles or excessive capital inflows. We submit this null result to a bat-

tery of robustness checks adopting alternative specifications, alternative aggregate data for

households versus firms, and carrying out theory-driven heterogeneity analysis.
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1 Introduction

The link between finance and growth has been studied extensively1 and the various beneficial

aspects of finance for development are well-known (Schumpeter 1912, Greenwood & Jovanovic

1990, Beck, Levine & Loayza 2000, Levine et al. 2000, Levine 2005). In the wake of the 2007/8

Global Financial Crisis this literature experienced a paradigm shift, whereby widespread agreement

of a strictly positive and linear relationship between finance and development was replaced by the

new consensus of a more complex, likely concave relationship, giving rise to concerns over ‘too

much finance’. On the darker side of financial development (Loayza et al. 2018) there are two main

worries: firstly, finance potentially crowds out productive activity (Cecchetti & Kharroubi 2012,

Law & Singh 2014, Arcand et al. 2015). ‘Excessive’ financial deepening may advance sectors with

lower growth potential (e.g. household rather than firm credit, see Beck et al. 2009, Jordà et al.

2015, Müller & Verner 2024), and/or foster a human capital brain drain to vacuous but highly-paid

finance jobs away from the pursuit of real economy activity (Popov 2018). Secondly, it may lead

to increased susceptibility to financial crises (Demirgüç-Kunt & Detragiache 1998, Kaminsky &

Reinhart 1999, Loayza & Rancière 2006, Rancière et al. 2006), where first-order determinants

include ‘credit booms gone bust’ (Schularick & Taylor 2012, Müller & Verner 2024) and capital

inflow surges (Reinhart & Rogoff 2013, Caballero 2016).

Few studies on financial development investigate growth and vulnerability in an integrated

approach (Arcand et al. 2015, Rancière et al. 2006),2 given that they concern different timings of

effects: the link between finance and development should be viewed over the long term (Loayza
1Levine (2005), Carré & L’Œillet (2018), Loayza et al. (2018), and Popov (2018) provide comprehensive surveys.
2Arcand et al. (2015) adopt a reduced form approach whereby their finance-growth model (levels and squared

credit/GDP) is augmented with a crisis dummy and interaction terms. While their credit/GDP terms indicate a
statistically significant concavity, the interaction terms between crises and financial development are insignificant.
Rancière et al. (2006), whose analysis pre-dates the ‘too much finance’ debate and hence does not include a
nonlinearity, adopt a more structural approach: in a first step they model financial crises, while the second-step
equation for per capita GDP growth incorporates financial liberalisation, a crisis dummy and the estimated hazard
rates from the first step. They show that finance is positive and significant in both equations, their decomposition
however suggests that growth dominates substantially, by an order of 5/1 to 7/1.
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& Rancière 2006), while the analysis of banking crises investigates the short-run trigger function

of determinants in an early warning system (EWS) approach (e.g. Bussière & Fratzscher 2006).

In this paper we contribute to the ‘too much finance’ debate, modelling country experience

of high levels of finance as a binary treatment and estimating treatment effects models. We do

not take a stand on what constitutes ‘excessive’ levels of finance but consider the uniformity and

robustness of results across a wide range of definitions (70% credit/GDP, 80%, etc). We further

experiment with alternative sets of control countries to the ‘excessive’ finance economies. We

present our results relative to the number of years of ‘excessive’ finance, focusing on the long-run.

Figure 1: Visualising ‘Too Much Finance’ in Pooled and Heterogeneous Models
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(b) All countries and two sub-samples
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(c) Country-Specific Plots (i)
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(d) Country-Specific Plots (ii)

Notes: We present fractional polynomial plots for per capita GDP (y) and credit/GDP (x) (both in logarithms).
In (b) we distinguish those with ‘excessive finance’ above 92% (orange), and those with a peak between 47 and
92% (pink). In (c) and (d) we add country plots for 19 countries each — grey (navy) lines indicate country plots
which do (not) conform with the ‘too much finance’ hypothesis (only 13 of 38 country plots conform).
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Our investigation differs from related existing work in two important ways: First, we in-

vestigate the potential non-linearity of the finance-growth nexus in a heterogeneous parameter

framework, where each country can have its own equilibrium relationship. The basic rationale for

this modelling choice is illustrated in Figure 1 where we present fractional polynomial regression

lines fitting GDP per capita on credit/GDP (both in logarithms to ease presentation): evidence

of a concave non-linearity in line with a ‘too much finance’ effect when studying all countries in

panel (a) is somewhat undermined in panel (b) where we distinguish countries with peak finance

in excess of 92% of credit/GDP (>90th percentile, i.e. ‘excessive’ by definition of the existing

literature) to those with peaks between 47% and 92%. Studying individual ‘high finance’ coun-

tries (38 with peaks over 92% credit/GDP) in panels (c) and (d) indicates that only just over

one third (grey lines) display a concave relationship. Hence, using simple descriptive analysis, the

move from homogeneity to heterogeneity seems to do away with the evidence for a substantial

‘too much finance’ effect in the raw data — below we present estimates from state-of-the-art

causal analysis which underscores this ‘null result.’3

We adopt an empirical implementation, the Principal Component Difference-in-Difference

(PCDID) estimator (Chan & Kwok 2022), which augments the treatment regression with common

factors estimated from a control sample regression. Like in the pooled country fixed effects model,

where unobserved time-invariant country effects (correlated with the other regressors) can be

proxied by country dummies, the empirical implementations using a common factor framework

create proxies that capture the unobserved time-varying heterogeneity (correlated with the other

regressors) in the estimation equation (e.g. Pesaran 2006, Bai 2009, Gobillon & Magnac 2016,

Xu 2017, Brown et al. 2023). Hence, a treatment regression, where a treatment variable like
3In Appendix C we investigate the standard pooled models adopted in the literature on ‘too much finance’ using

two-way fixed effects and dynamic panel estimators (Arellano & Bond 1991, Blundell & Bond 1998). While our
diagnostics are not always favourable, we find strong evidence for a concave relationship in support of the ‘too
much finance’ hypothesis.
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‘excessive’ finance is likely endogenous to omitted unobservables, is augmented with proxies for

these omitted unobservables and can therefore avoid the standard omitted variable bias. In the

PCDID the ‘proxies’ are factors estimated from the control sample and they can have different

impact across countries, most importantly between treated and control samples.4 Our empirical

approach enables us to isolate the causal treatment effect of ‘excessive’ finance.5

Second, we reason that if high levels of financial deepening are indeed detrimental to eco-

nomic prosperity, then one ought to account for the length of time spent in the ‘danger zone’.

It is to be expected that longer ‘exposure’ would be linked to worse economic performance. We

follow Boese-Schlosser & Eberhardt (2024) and adopt a multivariate smoothing procedure for the

country-specific PCDID estimates to present our results: running line regressions (Royston & Cox

2005), which can further control for sample differences related to panel unbalancedness and mul-

tiple crossings of the ‘too much finance’ threshold. The smoothed estimates are then presented

in results plots against the number of years spent above the ‘excessive’ finance threshold. This

makes for a straightforward visual check on the ‘too much finance’ hypothesis, which would predict

worse economic outcomes with longer treatment time.

In implementing these novel specifications for data from the last seven decades we find no

evidence for a ‘too much finance’ effect on economic development. Since this finding constitutes a

‘null result’ we expend considerable efforts to check its robustness, adopting a large range of ‘too

much finance’ cut-offs, alternative control samples, alternative economic theory-based specifica-

tions, and dynamic treatment effects models.6 We further demonstrate that any heterogeneity in
4The factors represent the common trends and the estimated ‘factor loadings’ can capture the extent to which

these trends are parallel across countries or not (Brown et al. 2023).
5Specifying a heterogeneous treatment estimator allows us to by-pass the concerns debated in the recent

microeconometric literature on pooled difference-in-differences estimators (De Chaisemartin & d’Haultfoeuille 2020,
Goodman-Bacon 2021, Athey & Imbens 2022).

6More recent literature has asked whether the ‘credit booms gone bust’ narrative is crucially influenced by ‘who
borrows’ (e.g. Beck et al. 2009, Mian et al. 2017, Müller & Verner 2024). From a theoretical point of view, sectoral
heterogeneity does not feature prominently in credit cycle theories (see Müller & Verner 2024), though most of the
empirical literature has suggested household credit as the major driver of the aggregate credit-crisis relationship
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the ‘too much finance’ effect is not linked to ‘deep determinants’ such as a country’s legal origin,

culture, or geography.

One concern about our empirical setup is the scenario of a nefarious effect of ‘too much

finance’ leading to a financial crash, economic contraction, and a subsequent drop in financial

development below the treatment threshold. By construction, the poor performance due to ‘too

much finance’ would not be attributed to this ‘treatment’, but to the period below the threshold,

and attenuate any ‘too much finance’ effect. We address this concern by studying banking crises.

We argue that a link from excessive finance to increased financial fragility is most likely propagated

through channels that are already identified as first-order ‘triggers’ for banking crises, namely ‘credit

booms gone bust’ and excessive capital inflows. We extend the heterogeneous treatment model

to the study of financial vulnerability in a simple but intuitive way. We are among the first to

employ a heterogeneous banking crisis model (the only study we are aware of is Summers 2017)

based on factor-augmented implementations for the generalised linear model (Boneva & Linton

2017) and marry this framework with our PCDID setup. We test whether experiencing high levels

of finance changes the within-country effect of the dominant crisis triggers. Our benchmark

results ignoring the level of financial development confirm the narratives in the financial crisis

literature. When we contrast the results within countries below and above the ‘too much finance’

threshold we commonly find the former to be the driving force of the increased crisis vulnerability,

in contradiction to a role for excessive finance in exacerbating financial vulnerability.

Our analysis implies that the average country straying into ‘excessive’ levels of financial

development does not suffer long-term detrimental growth effects and/or higher vulnerability to

financial crises. Our empirical setup enables us to claim that the relationships we study are causal,

since the unobserved heterogeneity captured by the estimated factor, as confirmed by formal

(Jordà et al. 2016, Mian et al. 2017). In additional analysis we again find no evidence for ‘too much finance’ when
using household credit.
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testing, allows for direct comparison between treated and control samples. This implies that any

time-varying growth determinant omitted from our specifications,7 such as institutional quality or

economic structure, cannot be the reason why the average treated country is no worse off from

experiencing ‘excessive finance’ than the average control country which avoided it.

A separate question is whether studying the average treated country gives us definitive

insights into whether ‘too much finance’ is economically harmful or not in individual countries.

The answer here is most likely ‘no’, so we consider a range of deep-seated, largely time-invariant

‘structural’ factors (including legal origin, state history, and culture), which have been linked

to financial development and/or economic development more generally. Not all of these ‘deep

determinants’ are well-suited to being transformed into dichotomous indicators for our split sample

analysis, but ignoring such concerns we find little evidence for systematic long-run differences in

sub-sample effects. A final empirical exercise tries to speak to the notion that ‘too much finance’

may be detrimental if credit is not put to productive use: we find no evidence that ‘excessive

levels’ of household credit or its share in total credit has detrimental effects on economic growth.

The remainder of this paper is structured as follows: in the next section, we study the

finance-growth nexus and dig deeper into possible (immutable) drivers for our results (the ‘deep

determinants’). Section 3 turns to the investigation of banking crises. In both sections, we first

introduce the data and methods used and then present empirical findings. Section 4 concludes.

7Of course, the same applies to time-invariant growth determinants, but this quality is shared with even the
simplest of empirical implementation accounting for country fixed effects.
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2 Financial Development and Growth

In this section, we study the long-run implications of high levels of finance on economic prosperity

over 1960-2016. We describe our data and methodology (Section 2.1), and present our results

along with a large range of robustness checks (2.2).

2.1 Data and Methodology

Data and Transformations The literature studying the causal link between finance and growth

(initiated by King & Levine 1993, Levine et al. 2000) adopts three main proxies for financial

development: (i) private credit to GDP; (ii) liquid liabilities to GDP; and (iii) commercial bank

assets relative to commercial bank plus central bank assets. Measures (i) and (ii) cover the

activities of all financial intermediaries scaled by the size of the economy, while the third measure

proxies the extent to which the government captures the financial activities in the economy relative

to deposit-taking institutions. Empirical research has stressed the growing importance of non-bank

financial intermediaries, particularly market financing (Levine & Zervos 1998) and measures (i)

and (ii) relate to this growing segment. We follow Arcand et al. (2015) in adopting credit/GDP

as our indicator for financial development, as it best captures financial activity as opposed to the

size of the financial system (liquid liabilities) and furthermore provides the best data coverage.

We take ‘private credit by deposit money banks and other financial institutions to GDP’ from

the July 2018 version of the Financial Development and Structure Dataset (FSFD; Beck, Demir-

güç Kunt & Levine 2000, Beck et al. 2009). Our dependent variable, real GDP per capita in 2005

US$ values, as well as additional controls (inflation, trade as a share of GDP) are taken from the

World Bank World Development Indicators — all (except inflation) are log-transformed and the

income variable is further multiplied by 100: our treatment estimates provide the percentage effect

of ‘excessive’ finance (see below for definitions) on per capita income. The parsimonious choice of
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controls is selected on the basis of the existing literature (Beck, Demirgüç Kunt & Levine 2000,

Arcand et al. 2015). In robustness analysis we estimate production functions augmented with a

‘too much finance’ dummy (with and without capital stock), using Penn World Table (Feenstra

et al. 2015, PWT v. 10) data — see Appendix E. Following some restrictions on a minimal number

of observations,8 the full sample covers close to 5,400 observations in 140 countries (1960-2016).

See Appendix Table A-1 for sample make-up and descriptive statistics.

Regime Thresholds and Sample Make-up For our main results we adopt the full range of

credit/GDP thresholds from 65% to 120% (in 5% steps). In extensions we adopt the 90th and

95th percentiles of the credit/GDP variable in the full 140-country sample as thresholds for a

‘high’ financial development regime. These cut-offs, equivalent to 92% and 119% of credit/GDP,

are similar to the 90% threshold found by Cecchetti & Kharroubi (2012), the 88% threshold found

by Law & Singh (2014) and the 100% found by Arcand et al. (2015).9

We experiment with a range of practices to curtail the control sample: in the main results

we use a simple rule that only economies with peak financial development below the threshold k

but above k−25 percentage points of credit/GDP are included. We then consider a range of the

‘lower’ cut-offs in the extended analysis.

Finally, some more details on the sample makeup: first, who’s in? Among the 38 treated

countries analysed with the 92% credit/GDP cut-off, we count 26 OECD countries and 12 non-

OECD countries.10 The five countries with the longest number of years above the threshold are

Japan, Switzerland, the US, the UK and South Africa; Italy, Estonia, Kuwait, Macao and Latvia

have the shortest number of years.11 85% of country observations are for High-Income Countries,
8We require each country to have at least 14 observations. This excludes 115 observations for 15 countries

(such as Afghanistan, Equatorial Guinea, Iraq, Lao, Libya, and Zambia).
9For these two thresholds we observe 38 and 24 treated countries, respectively; 85% are high-income countries.

10The full list of the latter is BHR, CHN, CYP, KWT, MAC, MLT, MUS, MYS, SGP, THA, VNM, ZAF.
11The full list of treated countries can be viewed in Appendix Table A-1, the column labelled ‘92’.
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the remainder (except Viet Nam) for Upper Middle-Income Countries (World Bank classification).

Second, who’s out? What if countries are always above the ‘too much finance’ threshold? We

discard them: for the 92% credit/GDP cut-off we only exclude a single country (Hong Kong),

suggesting this is unlikely to distort our findings. Third, who’s in the control sample? Of the 48

control countries which satisfy the most restrictive condition (credit/GDP peak between 47% and

92%) we find all remaining OECD countries except Mexico, large emerging economies like Brazil,

India, and the Philippines, as well as a host of post-Soviet Republics.12 Country observations fall

in equal shares into the High, Lower Middle and Upper Middle Income categories.

Threshold PCDID We estimate country regressions for treated countries only but augment

each country regression with common factors estimated from the residuals of the same regression

model in the control sample. We covered the intuition and basic mechanics of this approach in the

introduction, and focus on a more technical discussion in the following. Using potential outcomes,

the observed outcome of treatment Dit for panel unit i at time T0 can be written as

yit = Dityit(0) + (1−Dit)yit(1) = ∆it1{i∈E}1{t>T0i} + yit(0) (1)

with yit(0) = ςi + β′ixit + µ′ift + ε̃it, (2)

where the two indicator variables 1{·} are for the treated panel unit and time period, respectively,

∆it is the time-varying heterogeneous treatment effect, x is a vector of control variables with

associated country-specific parameters βi,13 µ′ift represents a set of unobserved common factors

ft (which can be nonstationary) with country-specific factor loadings µi, and ε̃it is the error term.

The treatment effect is assumed to decompose into ∆it = ∆i+∆̃it, with E(∆̃it|t > T0) = 0

12The full list of all controls countries can be viewed in Appendix Table A-1, the column immediately to the
right of that labelled ‘92’ — to take into account control sample restrictions the country ‘Max Credit/GDP’ is in
the column immediately to the left of that labelled ‘92’.

13We assume βi = β̄ + β̃i with E(β̃i) = 0 (Pesaran, 2006). x can be a function of f .
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∀i ∈ E since ∆̃it is the demeaned, time-varying idiosyncratic component of ∆it; we refer to ∆i

as ITET, the treatment effect of unit i averaged over the treatment period — our parameter of

interest. The reduced form model is

yit = ∆i1{i∈E}1{t>T0i} + ςi + β′ixit + µ′ift + εit, (3)

with εit = ε̃it + ∆̃it1{i∈E}1{t>T0}. Given the treatment effect decomposition εit has zero mean but

may be heteroskedastic and/or weakly dependent.

The factor structure has a long tradition in the panel time series literature to capture strong

cross-section dependence (Pesaran 2006, Bai 2009), a form of unobserved, time-varying hetero-

geneity. Strong correlation across panel members is distinct from weaker forms of dependence,

such as spatial correlation, and if ignored can lead to serious (omitted variable) bias in the esti-

mated coefficients on observable variables (Phillips & Sul 2003). Here, the combination of common

factors and heterogeneous parameters also allows for potentially non-parallel trends across panel

units, most importantly between treated and control units. The above setup can further accom-

modate endogeneity of treatment Dit in the form of correlation between treated units and factor

loadings, the timing of treatment and factor loadings, or between observed covariates and timing

or units of treatment.

The estimation of the country-specific treatment effect (ITET) ∆i proceeds in two steps:

first, using Principal Component Analysis (PCA), we estimate proxies of the unobserved common

factors from data in the control group (details below); second, country-specific least squares

regressions of treated countries are augmented with these factor proxies as additional covariates.

We experiment with the make-up of the control sample based on ‘peak’ credit/GDP values:

countries for which financial development peaked close(r) to the ‘high’ threshold studied are more

plausible counterfactual cases than countries with very low peak levels.
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The estimation equation for each treated country i ∈ E is then:

yit = b0i + δi1{t>T0i} + a′if̂t + b′1ixit + uit, (4)

where δi is the country-specific parameter of interest and f̂ are the estimated factors obtained

by PCA on the residuals ê from the heterogeneous regression of yit = b0i + b′1ixit + eit in the

control group sample. We estimate (4) augmented with one to six common factors. The average

treatment effect (ATET, δ̂MG) is simply the average of the country estimates δ̂i. We follow

the practice in the literature and use the robust mean group estimate (Hamilton 1992) with the

associated standard errors based on ΣMG = (N − 1)−1
∑

i(δ̂i − δ̂MG) (Pesaran 2006).

Assumptions and Testing The main identifying assumptions are that all unobserved determi-

nants of GDP per capita are captured by the unobserved common factors f , a standard assumption

in the panel time series literature (Pesaran 2006, Bai 2009) and related causal panel models (Athey

& Imbens 2022). It is further assumed that conditional on the estimated factors the control vari-

ables x are jointly insignificant predictors for the treatment: they do not constitute ‘bad controls’.14

Since the factors are estimated with error, there is potentially correlation between the errors of

treated and control countries, which will bias the treatment estimate. This bias can be removed

if we require that
√
T/Nc → 0, where T is the time series dimension and Nc is the number of

control countries. Like every difference-in-differences model, the PCDID must satisfy a version

of the ‘parallel trend’ assumption for causal identification:15 we require that the expected factor

loadings are the same between treated and control units, which is investigated using the Chan

& Kwok (2022) Alpha test. Informally, we can think of this as asking whether the ‘information’

captured in the control sample is equally ‘relevant’ for the treated sample. The Alpha test is
14We carry out Wald tests for this assumption — see Appendix Tables D-1 and D-2.
15For more details see Section 4.4 of Chan & Kwok (2022) which addresses the untestability of the parallel trend

assumption in fully nonparametric settings. The test is referred to as a ‘weak parallel trends’ test.
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implemented in two steps: first, instead of extracting factors from the control sample residuals

(êit), we compute their cross-section average, ¯̂eCt; second, we enter this estimate into an auxiliary

regression yit = b0i + b′1ixit + δi1{t>T0}+ ai ¯̂eCt + eit for all countries i in the treated sample. The

Alpha test then amounts to testing whether the mean group average â is equal to 1.16 Appendix

Tables D-1 and D-2 report the p-values for this test.

Conditional Local Mean Results The standard approach in the treatment effects literature

is to report the ATET, δ̂MG — we do so in an Appendix. However, this ignores the length of

time a country has spent in the higher regime. Below we follow the practice introduced in Boese-

Schlosser & Eberhardt (2024) and adopt a multivariate smoothing procedure for the country

estimates: running line regressions (Royston & Cox 2005), which are k nearest neighbour ‘locally

linear’ regressions of the country treatment effect δ̂i on (i) the number of years in the higher

regime, (ii) a dummy for the start year of the country series, (iii) the number of times the country

crossed the threshold, and (iv) the country-specific minimum credit/GDP level. Our result plots

present the evolution of the predicted values from this multivariate smoothing procedure17 on

the y-axis over the years in the higher regime on the x-axis. The associated standard errors are

calculated based on the local weighted least squares fit and we highlight those local predictions

for which the 90% confidence bound does (not) include zero with hollow (filled) markers.

Finally, the treatment effects graphs can be misleading if a few estimates in the right tail

visually dominate the overall relationship. In order to counter this impression we transform the

‘years in regime’ variable on the x-axis using the inverse hyperbolic sine (IHS): this stretches out

low values and bunches up high values of treatment years, with the practical effect that the mean

and median years spent in treatment are typically situated close to the centre of the plot.
16We use the Pesaran & Smith (1995) Mean Group estimator and the associated variance estimator.
17These are not the δ̂i but the smoothed predictions from a multivariate running line regression.
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2.2 ‘Too much Finance’?

Main Results In Panel (a) of Figure 2 we plot predictions from multivariate running line regres-

sions for twelve alternative thresholds (from 65% to 120%).18 For the time being, we focus on

the dark-brown line and markers, which show the results for the 120% threshold, to explain how

to interpret this and the following results graphs. The legend indicates that the dark-brown line

is based on 23 treated countries.19 This line represents the smoothed treatment effect (based on

estimates from the PCDID regressions) of years spent in the ‘higher’ regime (shown on the x-axis)

on per capita income (shown on the y-axis), relative to countries in the control sample.20 We

can hence read off the effect on income per capita of having experienced ‘too much finance’ for

a total of, say, 5 or 15 or 30 years. In the present case the dark-brown line is near-monotonically

upward-sloping, from around 5% for one year of ‘too much finance’ to 30% after around thirty

years. The markers dotting the smoothed line indicate the predictions for individual countries in

this treatment sample; we randomly perturb these markers so we can see, for instance, that two

countries in our example of the 120% threshold have had one year of ‘treatment’. Individual mark-

ers are either hollow, like those for one or two years in treatment, which means that the effect is

not statistically significantly different from zero, or they are filled (here in dark brown) to indicate

that they are. All running line plots presented below follow this interpretation.

Considering now all smoothed lines for the twelve thresholds presented we can see that a

number of line plots for comparatively low thresholds (marked in shades of teal) have negative

significant effects on income in the first decade,21 but thereafter slope upwards to yield positive

and significant long-run effects. For virtually all other thresholds, we observe an evolution from
18Average treatment effects are presented in Appendix Table D-1.
19Note that in the graphs we present in panels (b) and (c) of Figure 2 we have a fixed number of treated countries

and the legend reports the number of countries in the control sample.
20Controls are countries with a credit/GDP peak in the range from 25% below the threshold to the threshold.
21This could either be explained by countries experiencing a credit surge or a negative shock to GDP, e.g. due

to terms of trade deterioration, mechanically pushing them above the threshold into the ‘treated’ sample. Neither
of these suggestions is about the impact of financial development on income per capita.

13



low (negative or positive) and insignificant effects in early years to positive and significant effects

beyond a dozen or so years. Strong evidence for a ‘too much finance’ effect would result in higher

cut-offs being associated with clearly negative effects as the length of treatment increases — if

anything the exact opposite of what we observe in the results.

Naturally, there are multiple assumptions implicated in these results, prime amongst these

the mechanical control sample cut-off. As the diagnostic tests presented in Appendix Table D-1

indicate, the Alpha test typically (but not uniformly) confirms the weak parallel trend assumption

in these specifications. In contrast, the Wald tests typically indicate that inflation and trade

openness constitute ‘bad controls’. The lower panel of Appendix Table D-1 highlights that adopting

alternative factor augmentations (all results presented in the main part of the paper are based on

augmentation with four estimated factors) does not make this problem go away. Failure in these

tests may be due to the choice of control sample, so that in the following we zoom in on two

specific thresholds (92% and 119%) but consider a range of alternative control samples.

Extensions Panels (b) and (c) of Figure 2 present the results for 92% and 119% credit/GDP

thresholds, respectively — these are the 90th and 95th percentiles of the distribution of credit/GDP

across 140 countries in the 1960-2016 period. Average (ATET) estimates for these specifications

are presented in Appendix Table D-2. The different prediction lines are for the same treatment

sample, but use different control samples: for instance, the orange line in Panel (b) includes any

country which stayed below 92% credit/GDP, the pink line excludes those countries from the

control sample which always stayed below the 40th percentile, and so on. This implies that we

further and further restrict the control sample to countries with levels of financial development

closer and closer to that of the ‘treated’ countries.

There are three insights from the results in Panel (b): first, the choice of control group
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Figure 2: Too much Finance? Running line presentation of PCDID results

(a) Defining excessive finance with thresholds from 65% to 120% credit/GDP

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Significant at 10% level

(b) Defining excessive finance as 92% credit/GDP, alternative control samples

Threshold effect of 119% Credit/GDP (95th percentile, 24 countries)
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(c) Defining excessive finance as 119% credit/GDP, alternative control samples

Notes: Each plot investigates the prospect of ‘too much finance’ by studying the effect of being above a specified
threshold of credit/GDP. In panels (b) and (c) we consider alternative control group samples by keeping or dropping
countries with low financial development. A filled (hollow) marker indicates statistical (in)significance at the 10%
level. Mean and median (MD) treatment lengths and control sample sizes (N) are also reported.
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clearly matters — when Angola or Mali are part of the control group to investigate the ‘too

much finance’ hypothesis in Germany, France or the UK, we find the treatment effect trajectory

is initially negative and at points statistically significant (control group lower cut-off from 0th,

40th or 50th percentile, orange, pink and blue lines), moving towards a positive insignificant value

around the sample mean years in ‘treatment’. When the control country sample is further restricted

from below (from 60th or 70th percentile, all other coloured lines), creating a closer match to

the countries in the treated sample, the treatment effect trajectories eventually turn positive and

significant. Second, if we focus on the mean (14.6) or median (13) years of treatment, all estimates

across different control samples find a small negative, albeit statistically insignificant effect: for

the average country ‘too much finance’ does not appear to benefit economic performance. . . but

does no harm either. Third, countries which spend only a handful of years in the ‘higher’ regime

appear to have negative treatment effects.22

Additional insights derive from the results for the diagnostic tests presented in Appendix

Table D-2: all specifications ‘pass’ the weak parallel trend test and inflation and trade openness are

not found to be ‘bad controls’. These findings are important since diagnostics were less favourable

in our analysis of many thresholds k with the rule-based inclusion in the control sample.

The analysis of the 119% credit/GDP threshold in Panel (c) of the Figure provides similar

evidence but with a stronger divergence in the long run between specifications with relatively

indiscriminate control samples (orange and pink lines) and the more restricted control samples

(other lines). For the latter, statistically significant treatment effects eventually reach around 15%

higher per capita income after 30 years above the threshold, for the former the effect remains more

modest but statistically significant. Predictions for countries with just a few years of treatment
22All of these represent events in the aftermath of the GFC, a clear sign of short-run economic contraction: six

of the eight countries with five or fewer years of treatment have negative average GDP pc growth at the time they
cross the threshold.
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are again all negative, and none of the estimates with fewer than five years of treatment are

statistically significant. The treatment effects for median and mean length of treatment measure

are effectively zero. Diagnostic tests for these specifications (Appendix Table L-1) indicate that in

most specifications inflation and trade openness are not bad controls while the weak parallel trend

assumption is only rejected in the model with the most restricted control sample.

Finally, the above results are all based on the inclusion of four estimated factors extracted

from the control sample, a reasonable but arbitrary choice. ATET results in Appendix Table D-2

provide the mean estimates for the range of specifications augmented with one to six estimated

factors. While only a few of these yield statistically significant results — reiterating the importance

of considering ‘length of treatment’ in the presentation of results — it is notable that few mean

estimates have a negative sign (and these are never statistically significant): at worst the average

effect of ‘too much finance’ is indistinguishable from zero.

In summary, moving from indiscriminate control samples to countries which are more similar

to the treated economies provides more conclusive evidence of a positive long-run effect, rather

than of detrimental outcomes as found in the literature. Similarly, restricting treatment to a

mere two dozen countries which experienced very high levels of credit/GDP in excess of 119%

yields stronger positive results than those for the lower thresholds of 92%. Both findings are in

contradiction to the findings of a concave relationship in the existing literature.

Specification with ‘non-linear’ controls All our specifications include inflation and trade/GDP

as controls. Existing research (adopting pooled models) has pointed to potential non-linearities

in the relationship between these determinants and financial development (see Khan & Senhadji

2001, Drukker et al. 2005 for inflation; and Lim & McNelis 2016 for trade openness). In Appendix

Figure I-1, we add the squared terms of inflation and trade/GDP to our PCDID regressions.23

23We thank a reviewer for this suggestion and referring us to the studies cited above.
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While the results using thresholds for 65% to 120% credit/GDP are now uniformly upward-sloping

(albeit still pointing to ‘bad controls’), the results for 92% and 119% are virtually unchanged.

Production Function Specification While we demonstrate that the additional controls in-

cluded in the PCDID regressions, which form the basis of the above results, are not themselves

outcomes of ‘excessive’ finance in our preferred specifications (Wald tests reported in Appendix

Table D-2), we can also analyse excessive finance within a standard production function framework,

akin to the study of the debt-growth nexus in Eberhardt & Presbitero (2015) among others. In

Appendix E we estimate treatment effects in a production function specification using PWT data

for per capita GDP and capital stock: the inclusion of the latter is controversial, in that higher

financial development should raise gross fixed capital formation, implying that the finance effect

in a production function should be interpreted as relative investment efficiency. An alternative

view would argue that financial intermediation should be interpreted as an element of TFP exclu-

sively. In the above results, we followed the literature in excluding any proxies for investment in

the estimation equation — here we compare the results when capital stock per capita is included

or excluded.24 Regardless of the inclusion or exclusion of capital stock the trajectories of the

treatment effects in Appendix Figure E-1 are qualitatively identical to our findings above.

Moving Thresholds The above analysis adopts a ‘static’ threshold for excessive finance for the

entire sample period. But the secular evolution of the credit/GDP distribution, especially of the

right tail, has seen a very substantial shift to the right: the 90th percentile of credit/GDP in

1960 was 20%, in 1980 67%, in 2000 105% and at our sample endpoint in 2016 130%. A moving

threshold could capture a more exclusive group of countries perennially close to ‘excessive’ finance.

As a further robustness check on our findings, we study three moving thresholds, representing the
24The latter further acts as a robustness check on our main results which use WDI data for the dependent

variable. We keep the same additional controls (openness and inflation) and study the 92% and 119% thresholds
along with a range of restricted control samples.
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85th, 90th and 95th percentile of the annual credit/GDP distribution, with the control sample

restricted to countries for which credit/GDP peaked between this moving target and 25 percentage

points below it. Appendix Figure F-1 presents the running line plots for these specifications. Two

of the plots are upward-sloping over time, turning positive after twenty years of ‘excessive finance’,

although only the version with the 85th percentile threshold turns statistically significant. The

specification for the 95th percentile (just 19 treated countries) is flat around zero, with some small

negative significant effect for the right tail. If we focus on the medians of these three specifications

(marked MD85, MD90 and MD95 along the x-axis) we can see that all three effects are effectively

zero. Once again, there is little empirical evidence for detrimental effects of high levels of finance.

Dynamic Treatment Effects In our analysis so far we link each country’s single treatment

estimate for ‘too much finance’ to the number of years spent above some threshold. This ‘ex-

post’ approach ignores any short-run dynamic treatment effects in the estimation equation and

may lead to biased estimates. In an attempt to address this we adjust equation (4) to

yit = b0i + δLRi 1{t>T0i} +
K∑
k=2

δDTE
ik 1{k=t−T0i} + a′if̂t + b′1ixit + eit, (5)

where the indicator variable in the sum captures the k = 2, . . . , K years after the country exceeded

and remained above the ‘too much finance’ threshold and δDTE
ik represents the associated effect

on income per capita (the estimate for k = 1 is set to 0). We adopt K = 15 and K = 10.25

What we term δLRi is the ‘Long-Run’ effect of excessive finance: having spent more than 15 (or

10) years above the threshold.

The results presented in Appendix Figure G-1 focus on the specifications where the control

sample is constrained to a maximum credit/GDP level between 47% and 92% or 47% and 119%,
25Since our approach relies on country-specific regressions we cannot simply include a dummy for every year in

treatment since for the 92% and 119% threshold models there would be up to 34 and 45 year dummies, respectively.
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since these represent the most convincing counterfactuals.26 Panel (a) uses the 92% credit/GDP

threshold, panel (b) 119%, in each plot we show the results for the PCDID with 1 to 6 factors.

These results indicate that once we add two or three estimated factors the long-run effect is

positive, albeit insignificant, whether we adopt a ten- or fifteen-year horizon for the dynamic

treatment effects (left and right plot, respectively). None of the dynamic treatment effects, which

for the results in panel (a) follow inverted-U shapes, are statistically significant at the 10% level.

Only the plot in the bottom right for the 119% threshold follows slightly different patterns. Note,

however, that this includes 24 treated countries, a mere five of which have more than 15 years

above the threshold (i.e. ‘The Long-Run’ is averaged from five estimates), with the treatment

effects of 12 to 15 years each averaged from ten or fewer estimates.

Heterogeneity As noted above, 85% of country observations in the specification based on the

90th percentile of the credit/GDP distribution — results in Figure 2, panel (b) — are from high-

income countries, two-thirds of which are present members of the OECD. Nevertheless, there

may still be a concern that ‘deeper determinants’ may drive our results, one or more structural

factors determining that some countries with many years above the ‘too much finance’ cut-off

are qualitatively different from those which experienced just five or ten years. Such concerns

undermine our approach to interpreting the estimated evolution of income per capita over the

years of treatment. In the following, we explore the heterogeneity of our ‘too much finance’

results adopting proxies from the empirical literature on the deep determinants of comparative

development (e.g. La Porta et al. 1997, Easterly & Levine 2003, Gorodnichenko & Roland 2017).

This aside, although we capture the instances a country crosses the threshold in our running line
26In contrast to our earlier graphs these are not running line plots but robust Mean Group estimates across

treated countries for each of the year dummies, N−1
∑

i δ
LR
i + N−1

k

∑
i δ

DTE
ik (since they represent deviations

from the long-run), and for the ‘Long-Run’ estimate, N−1
∑

i δ
LR
i . The inference for the latter is based on the

nonparametric variance estimator defined in Chan & Kwok (2022), for the former we compute the p-values of a
Wald test N−1

∑
i δ

LR
i +N−1

k

∑
i δ

DTE
ik = 0 for each 1 < k < K.
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regressions, it is of interest to know whether the timing and the instances of countries crossing

the threshold themselves provide any additional insights. Our analysis focuses on the specification

using the 90th percentile of the credit/GDP distribution as a cut-off and with the control sample

restriction of 47-91% (the line and markers in olive green in panel (b) of Figure 2): this represents a

high threshold (92%), a conceptually appealing control sample restriction, as well as a sufficiently

large treatment sample (N=38) to carry out sub-sample analysis.

Appendix Figure H-1 provides histograms for some proxies for ‘deep determinants’ (for

details and sources see Appendix Section H.1) arranged in several groups: geography, culture,

legal origin (of particular interest given the vast literature on financial development), real market

potential, state history, and biogeography. The red bars are for the (up to) 38 treated countries,

the light-blue bars are for the full sample. x-scales are at times reversed so that values on the

left of each plot are hypothesised in the literature to be more conducive to long-run development.

Patterns suggests that in terms of geography and legal origins our treated sample countries are

very different from the full sample ones, but this is not the case for proxies of culture. Studying the

homogeneity of the treated sample across proxies for deep determinants, in terms of geographical

proxies we observe a relatively wide spread for historical disease prevalence and absolute latitude.

For cultural proxies and legal origin, the two variables relating to European descendants and French

legal origin are clearly polarised, while the language variables are again spread out widely. Real

market potential (RMP) has a clear mode (low RMP), while biogeography and state history are

more spread out, making it conceptually difficult to split the sample in two.

In Appendix Figure H-2 we investigate whether such heterogeneities (between treated and all

countries, within treated countries) can explain the patterns we observe in our ‘too much finance’

results. In each of the running line plots, we reprint in pink the full sample (N=38) result from

Figure 2 Panel (b) alongside running line plots for subsamples defined by proxies for geography,
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culture, legal origin, biogeography, state history and real market potential. We find that in all

cases the predicted relationships are closely matched, with the exception of a small number of

countries which have spent many years above the ‘too much finance’ threshold (note, this is not

the case for legal origin). None of the subsample plots indicate a negative effect in the long run

and given that only a handful of countries have treatment beyond 25 years we do not put much

emphasis on minor deviations. We conclude that deep determinants do not appear to be primary

drivers of the patterns we observe in our results.

Finally, the timing and instances of a country crossing the ‘too much finance’ threshold

are interesting heterogeneities to investigate further. Appendix Figure H-3 does so, once again

reprinting the benchmark full sample plot in pink. The olive green running line is for the 25

countries which crossed the threshold only once, and the blue running line is for the 24 countries

which first crossed the line before the Global Financial Crisis in 2007. The long-run implications

of all three models presented are remarkably similar. The negative significant results in the early

years for countries which only crossed the threshold once are all for post-GFC years (green line,

years highlighted), and we can refer to our explanations for these negative effects (see footnote

21): credit surges or negative shocks to GDP, both unrelated to the finance-growth nexus.

Who borrows? Too much household finance? The detrimental economic effects of ‘exces-

sive’ finance may determined by the nature of the investments it supports, i.e. where finance is

directed. Existing research on financial crises in this vein (Beck et al. 2009, Müller & Verner 2024)

points the finger at household credit (Jordà et al. 2016, Mian et al. 2017). In Appendix Section

K we use a quarterly data from the BIS to explore whether the use of household (HH) credit and

corporate credit lead to different insights into the finance-growth relationship at the top of the

credit/GDP distribution. We model ‘excessive’ HH credit using the credit/GDP measure as well

as the share of HH credit in total credit. Our specifications again include trade/GDP and inflation
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as controls and we find no evidence of a detrimental treatment effect — note that only our HH

credit share specifications pass the Alpha test.

Too much finance for Emerging Economies? The ‘too much finance’ debate has almost

exclusively focused on the top of the credit/GDP distribution and hence primarily speaks to the

relationship in advanced economies. A natural question is whether economies ‘lower down’ in the

income (and financial development) distribution may be facing potential detrimental effects to de-

velopment if their financial development has grown ‘excessively’. In Appendix Section J we employ

the same tools as in our analysis above using thresholds between 30% and 65% credit/GDP27 and

a more in-depth investigation of restricted control samples for 34% and 47% credit/GDP.28 We

find no evidence of a detrimental long-term effect of high levels of financial development in this

sample of (mostly Middle-Income) countries.

3 Financial Development and Systemic Vulnerability

In this section we connect the empirical literatures on ‘excessive’ financial development and financial

crises: we compare the propensity of credit booms and unfettered capital inflows in predicting

systemic banking crises above and below different cut-offs of ‘too much finance’. We first introduce

the additional data used as well as our EWS methodology (Section 3.1), and then discuss our

findings (3.2).

3.1 Data and Methodology

Data and Transformations In addition to the credit/GDP data (see Section 2.1) used to create

the credit boom proxy, ∆credit/GDP, we adopt the banking crisis data collated by Carmen Reinhart
27We apply ‘ranges’ whereby for a k% threshold only countries which stayed below (k + 25)% are included in

the treated sample: we want to exclude economies like Singapore, which evolved from 33% to 132% credit/GDP,
from this ‘developing country’ sample.

28We use descriptive analysis to motivate these two thresholds.
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and co-authors, augmented with data from Laeven & Valencia (2020) to maximise coverage for

the 1960-2016 period. Gross capital inflows (in percent of GDP) are taken from the IMF Financial

Flows Analytics database. In order to capture ‘excessive’ capital inflows, the literature has adopted

bonanza or surge indicators based on capital flow data (e.g. Caballero 2016, Eberhardt & Presbitero

2021). These dummy variables severely curtail the sample in our heterogeneous EWS analysis,

since our lower versus higher regime setup is only identified if there are surges or bonanzas in

both regimes of a country. Our approach is thus wedded to the continuous financial flow variable

(growth in capital flows/GDP), but to mimic the nature of capital flow spikes we alternatively

adopt the square of capital inflows/GDP levels.29

One important issue is how to capture the trigger dynamics of crisis determinants but

not to rule out slower-moving fundamentals (Eichengreen 2003): we follow Reinhart & Rogoff

(2011) and others in specifying moving averages to capture pre-crisis dynamics. In line with

Eberhardt & Presbitero (2021) we adopt an MA(3) transformation: ∆(credit/GDP)i,t−1 / t−3 =

(1/3)
∑3

s=1 ∆(credit/GDP)i,t−s, and similarly for all other controls.

Regarding additional control variables we follow the practice in Schularick & Taylor (2012):

our simplest empirical model includes only the MA(3)-transformed credit/GDP growth or capital

flow variables; we then present results for a ‘full model’ where we add MA(3)-transformations of

per capita GDP growth, the change in gross fixed capital formation over GDP, and inflation as

additional controls — taken from the World Bank WDI. Our set of additional controls represents

a bare minimum compared with pooled empirical models in the existing literature (see Demirgüç-

Kunt & Detragiache 1998, Kaminsky & Reinhart 1999); however, the parsimony imposed by our

methodology as well as data availability avoids the concerns regarding overfitting when studying

rare events like banking crises. Finally, it bears emphasising that our adopted methodology includes
29This square is not included alongside the inflows/GDP ‘levels’ variable to detect a concave or convex relationship

with crisis propensity, but it is entered on its own as an accentuated measure for large swings in capital movements.
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proxies of unobserved common factors in the spirit of Boneva & Linton (2017), which can capture

crisis determinants omitted from the model as well as global shocks or crisis spillovers (Cesa-Bianchi

et al. 2019).

We close with a brief analysis of the dominant narratives for banking crisis prediction to

demonstrate that these can be traced in our raw data. In Appendix Figure B-1 we present event

analysis plots for per capita GDP growth, change in credit/GDP, change in the gross capital

inflows/GDP, and change in gross fixed capital formation/GDP in the run-up and aftermath of

banking crises. Real GDP growth does not show any statistically significant patterns prior to the

crisis date, although it drops over 3% below trend in the aftermath. These suggest that the ‘credit

boom gone bust’ and capital flow bonanza narratives can be traced in our raw data.

Factor-Augmented Early Warning System We specify a latent variable model of banking

sector vulnerability Y ∗it as a function of the dominant crisis predictors in the literature for countries

in the treated sample (illustrated using credit/GDP growth in the MA(3) transformation):

Y ∗it = α′idt + βA
i ∆(credit/GDP)i,t−1 / t−3 (6)

+βB
i 1{t>T0i}∆(credit/GDP)i,t−1 / t−3 + γ′ixi,t−1 / t−3 + κ′ift + εit,

where f is a set of unobserved common factors with heterogeneous factor loadings κ and additional

controls are represented by x — these include the ‘rival’ dominant crisis predictors (i.e. capital

flows), alongside the other controls. The indicator variable 1{·} captures the time periods spent

in the ‘higher regime’ above the credit/GDP threshold.

We implement this model by combining work on common factors in a generalised linear

model (Boneva & Linton 2017) with that on the PCDID (Chan & Kwok 2022) to create a factor-
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augmented EWS approach.30 We adopt a linear probability model for the start year of a banking

crisis,31 Yit, in those countries which crossed the credit/GDP threshold (treated sample). The

country-specific estimation equation is augmented with up to k common factors, estimated from

countries which always remained below the ‘too much finance’ threshold (control sample).

For illustration, in the credit/GDP growth case: ∀ i ∈ E

Pr(Yit = 1 | ∆(credit/GDP)i,t−1 / t−3, xi,t−1/t−3, dt, ft) (7)

= [αi + f̃ ′tκi]dt + βA
i ∆(credit/GDP)i,t−1 / t−3

+ βB
i 1{t>T0i}∆(credit/GDP)i,t−1 / t−3 + δ′ixi,t−1/t−3 + ψ′if̂t.

In this specification, the change in credit/GDP is split in two by means of the interaction with the

‘higher regime’ dummy 1{t>T0i}. The common factors f̂ are estimated via PCA from the residuals

of the same model in the control group (with only a single credit/GDP growth term).32

We assume dt = 1 and estimate for treated countries i ∈ E

Yit = ai + bAi ∆(credit/GDP)i,t−1 / t−3 + bBi 1{t>T0i}∆(credit/GDP)i,t−1 / t−3 (8)

+ c1i∆(cap inflow/GDP)i,t−1/t−3 + c2i∆(GDP pc)i,t−1/t−3

+ c3i∆(GFCF/GDP)i,t−1/t−3 + c4i(inflation)i,t−1/t−3 + d′if̂t + εit,

where we spell out the control variables in detail. ε is the error term, which can be heteroskedastic
30Boneva & Linton (2017) extend the Pesaran (2006) common correlated effects estimator to probit and linear

probability models. They proxy common factors using the cross-section averages of all regressors in the model.
31Subsequent ‘ongoing crisis years’ are dropped from the sample as per practice in this literature.
32The term in square brackets in equation (7) includes some estimation error of this process, f̃t, which vanishes

as
√
T/NC → 0 for T the time series dimension and NC the number of control group countries, in which case

this term in square brackets is time-invariant. Note further that the estimated factors are not MA(3)-transformed
since they are estimated from the residuals of a regression analogous to equation (8) in which all regressors are
already MA(3)-transformed.
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and/or serially correlated. Alternative specifications focusing on excessive capital flow are con-

structed analogously, with the credit growth variable as additional control. The factor augmen-

tation captures the developments in the countries which never crossed the specified credit/GDP

threshold, while the interaction term setup allows us to investigate differential effects of dominant

crisis predictors below and above the financial development threshold within individual countries.

A positive (negative) significant interaction term suggests that being in the higher, ‘too much

finance’ regime implies a higher (lower) propensity of banking crises for the dominant crisis predic-

tors in the literature than in the lower regime. Note that we study the interaction with dominant

crisis predictors in separate regressions, i.e. there is only ever one interaction term effect per

specification, to keep the empirical model parsimonious and hence feasible for estimation. As a

benchmark we provide results for a model where financial development is ignored and hence there

is only one credit/GDP growth term.

Robust mean marginal effects and inference We compute the robust mean estimates for the

dominant crisis determinants (and the interaction with ‘high financial development’, if applicable)

and do not, as in the previous section, follow a strategy of highlighting the crisis propensity effect

across time spent in the higher regime: the EWS analysis focuses on short-run trigger effects,

and it is more natural not to take time in the higher regime into account. Our reported results

are Mean Group estimates computed using robust regression (Hamilton 1992) with associated

standard errors computed non-parametrically (Chan & Kwok 2022).

Graphical presentation of results We present the results for our banking crisis analysis using

a graphical representation. The figures present robust mean effects of the prominent banking crisis

triggers for what we previously referred to as ‘treated countries’. A value of, say, 2.9 indicates

that a one standard deviation increase in the crisis determinant is associated with a 2.9% increase
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in the propensity of a banking crisis. In each plot there are two different markers (circles and

triangles) for the analysis of ‘credit booms gone bust’ and capital inflows, respectively. Dark

blue markers are for results where we ignore financial development, light blue and pink markers

are for the results below and above the ‘too much finance’ cut-off (or ‘low’ and ‘high’ regimes),

respectively. The results for the ‘high’ regime are expressed in deviation from the estimates for

the ‘low’ regime. Shaded markers are for statistically significant effects (10% level), and hollow

markers are for insignificant effects. For this visualisation we minimally perturbed the empirical

estimates in a random fashion to aid presentation — all point estimates are reported in Tables

in Appendix Section L. These tables also make it straightforward to distinguish EWS results with

and without additional controls — we do not make this distinction in the figure.

3.2 Systemic Vulnerability due to ‘Too Much Finance’?

Main Results Panel (a) of Figure 3 shows the results when we select thresholds for ‘high’ finan-

cial development ranging from 65% to 120%.33 We first focus on the specifications which ignore

financial development (markers in dark blue): these are overwhelmingly statistically significant and

positive, suggesting a 1 SD increase in the respective variable is associated with a higher propen-

sity of banking crises by 1-5 percentage points. We take these results as confirmation that our

samples and methodology can replicate the current consensus in the literature that credit booms

and capital inflows are significant determinants of banking crises.

We now turn to the main purpose of this EWS exercise, the question of whether within highly

financially developed countries these credit boom and capital flow effects are comparatively larger
33These results for thresholds of k=65% to k=120% of credit/GDP have control samples fixed to countries which

had a credit/GDP peak between k−25% and k: there are between 41 (65%) and 23 (120%) ‘treated’ countries
in these samples, which experienced between 61 and 38 banking crises; control samples range from 20 (65%) to 6
(120%) countries (with 37 to 9 crises) — having just 6 control countries makes for limited counterfactual evidence,
which is why below we provide alternative results for just two cut-offs (92% and 119% credit/GDP) for which the
control samples are less restricted. The unconditional crisis propensities in our treated samples (between 4.7%
and 5.0%) are broadly similar to those in the various ‘control samples’ (3.6 to 6.4%). This information and the
empirical results are presented in Appendix Table L-2.
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when countries are in the higher regime of financial development compared with their effects in the

lower regime. Note that these specifications differ merely by the addition of a single (interaction)

term, hence the number of parameters estimated in each country regression does only increase

by one. The markers in light blue show the effect when countries are below the ‘excessive’

finance threshold: these are almost all positive, often significant, and of similar magnitude to the

results just discussed. The pink markers capture the effect when the same countries are above

the threshold and are expressed in deviation from the ‘below threshold’ results. Although only

occasionally statistically significant, these are next to uniformly negative.34 This implies that for

the same countries and the same crisis trigger the propensity for banking crises is lower when

they have higher levels of financial development and vice versa: a pattern opposite to that if we

suspected high levels of finance caused higher financial vulnerability.

Extensions Panel (b) of Figure 3 illustrates the empirical results when we focus on only two

thresholds, 92 or 119% credit/GDP, but use alternative control samples:35 the results labelled ‘0%’

include all control countries which never reached 92% or 119% credit/GDP; for those labelled 20%

we only include a subsample of control countries which reached at least 20% credit/GDP; and

analogously for the remaining cut-offs.36 Ignoring financial development, dark blue markers confirm

that credit booms and capital inflows are statistically significant determinants of banking crises.37

Depending on the specification credit booms increase the propensity of a banking crisis by around

2-5%, a sizeable effect which is always statistically significant. Results for capital inflows are not
34The coefficient of interest has a large magnitude, but may be statistically insignificant because of low variation

in the data, measurement error, or too small a sample to detect an effect. Hence, we cannot say that the coefficient
is economically insignificant; rather, we will say that it has a sizable magnitude, but it is imprecisely estimated.

35There are 30 and 23 countries in these samples, which experienced 47 and 38 banking crises, respectively. The
unconditional crisis propensities in our treated samples (4.8% and 5.0%) are broadly similar to those in the various
‘control samples’ (5.5-5.9% and 5.3-5.5%). These results are presented in Appendix Table L-1.

36A simple count of banking crises in the two regimes already indicates that 50% more crises (100% in case of
the 119% threshold) occurred in the lower regime.

37In this figure we only present the latter results using the square gross capital inflows/GDP, while Appendix
Table L-1 also studies change in capital flows/GDP.
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uniformly significant and vary more between models without controls (0.6-3%) and those which

include them (1-6%). The markers in light blue are the results when countries are below the

‘excessive’ finance threshold. While these results are only occasionally statistically significant, it

can be seen quite clearly that these effects generally cluster at 0.5-5.5%, whether we study credit

booms or capital inflows. The pink markers are for results when countries are above the ‘excessive’

finance threshold. These are never statistically significant, but again there is a clear tendency for

these interaction effects to be negative and hence smaller than those in the ‘low’ regime.

Figure 3: Too Much Finance and Systemic Vulnerability
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(a) Main Results
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(b) Results for 92% and 119% Thresholds

Notes: We present the resulting effect on the propensity of a banking crisis following a standard deviation increase
in the crisis trigger: credit booms or capital inflows. Dark blue markers indicate the change in crisis propensity (in %)
if we ignore ‘too much finance’, light-blue markers are for the effects below the ‘too much finance’ threshold, pink
markers for those above — the latter are interaction effects (in deviation from the former). Filled (hollow) markers
indicate statistical (in)significance at the 10% level. All markers are minimally perturbed to aid presentation.
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Emerging Economies We analyse whether financial development exposes developing/emerging

economies to greater financial vulnerability — see Appendix Section M. Our major banking crisis

determinants now feature aggregate commodity price movements (see Eberhardt & Presbitero

2021, for an analysis of low-income countries), in addition to capital inflows and credit booms.

Ignoring financial development (navy markers) we again find evidence for capital inflows and credit

booms as crisis triggers. The results for aggregate commodity price movements are insignificant.

Though statistical significance is sparse, the patterns of estimates for time spent above the re-

spective ‘too much finance’ thresholds are now somewhat different in the case of credit booms

and capital inflows, more often positive than negative as in our ‘advanced-country’ sample.38

4 Concluding remarks

Until quite recently, there was little doubt in the literature about the economic benefits from

financial development. The experience of the Global Financial Crisis then led to the suggestion

that while financial development was generally good for growth, economies could experience ‘too

much of a good thing’, and the work by Arcand et al. (2015) and others established the presence

of such a ‘non-linearity’ in the finance-growth relationship. Our paper challenges this conclusion

by analysing this relationship with (i) more flexible empirical specifications embedded in a causal

treatment effects framework, (ii) a focus on country-specific effects, treatment length and the long-

run equilibrium, and (iii) a methodological extension to study the impact on financial vulnerability

in a factor-augmented EWS approach which focuses on the short-run and crisis triggers.

Our analysis found no evidence that highly financially developed countries experience lower

long-run economic prosperity or are more susceptible to systemic banking crises above a certain

threshold. The patterns we reveal appear not to be driven by deep determinants.
38Some of the estimates for time spent below the threshold are also statistically significant.
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We finish by adding two disclaimers: first, our proxy for financial deepening may not be

equally suitable at different points of the credit/GDP distribution (Popov 2018). We share this

caveat with most of the empirical literature on the finance-growth nexus. However, if credit/GDP

‘means different things’ in different countries, then our heterogeneous model should go some way

to weaken the bias relative to the pooled models studied in the existing literature.

Second, our analysis exclusively studies the effect of excessive finance relative to lower

levels, and we cannot speak to the widely acknowledged positive relationship between finance

and economic prosperity when countries avoid ‘too much finance’. Our difference-in-differences

methodology allows us to focus on specific thresholds, but would not be suitable to investigate

incremental changes of financial deepening at ‘normal’ levels.
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Online Appendix – Not Intended for Publication

A Data: Sample Makeup and Descriptives

Table A-1: Sample Makeup

ISO Country Start End Obs Miss GDP pc (2005 US$) Private Credit/GDP Treatm. & Control

Start End ∆pa Start End ∆pa Min Max 92 C 119 C

1 ABW Aruba 1995 2015 21 0 26705 25822 -42.0 42 62 0.96 41 62 0 × 0 ×
2 AGO Angola 2003 2016 14 0 2423 3530 79.1 4 22 1.35 4 25 0 0
3 ALB Albania 1994 2016 23 0 1494 4682 138.6 3 36 1.44 3 40 0 0
4 ARM Armenia 1994 2016 23 0 956 3917 128.8 3 45 1.80 3 45 0 0
5 AUS Australia 1960 2016 57 0 19378 55729 637.7 18 142 2.18 17 142 13 9
6 AUT Austria 1970 2016 45 2 19574 48260 610.3 42 83 0.88 42 98 9 0 ×
7 AZE Azerbaijan 1992 2016 25 0 2361 5813 138.1 4 31 1.09 1 36 0 0
8 BDI Burundi 1966 2016 51 0 213 220 0.1 2 17 0.28 2 22 0 0
9 BEL Belgium 1970 2016 45 2 19808 45943 556.1 17 62 0.97 17 77 0 × 0 ×
10 BEN Benin 1993 2016 24 0 854 1135 11.7 11 21 0.44 6 22 0 0

11 BFA Burkina Faso 1960 2016 57 0 269 748 8.4 2 27 0.43 2 28 0 0
12 BGD Bangladesh 1993 2016 24 0 439 1062 26.0 13 39 1.11 12 39 0 0
13 BGR Bulgaria 1991 2016 26 0 4360 8009 140.4 61 52 -0.33 8 69 0 × 0 ×
14 BHR Bahrain 1980 2015 33 3 21185 22436 34.7 34 105 1.95 26 114 7 0 ×
15 BHS Bahamas, The 1977 2016 39 1 18600 27370 219.3 28 72 1.08 24 84 0 × 0 ×
16 BLR Belarus 1994 2016 23 0 2252 6216 172.3 18 27 0.39 4 35 0 0
17 BOL Bolivia 1960 2016 57 0 1005 2426 24.9 2 61 1.03 2 63 0 × 0 ×
18 BRA Brazil 1981 2016 36 0 7797 10966 88.0 26 68 1.17 10 70 0 × 0 ×
19 BRB Barbados 1975 2009 35 0 10881 16492 160.3 28 78 1.42 26 78 0 × 0 ×
20 BRN Brunei Darussalam 1999 2016 18 0 35681 31685 -222.0 54 45 -0.50 28 54 0 × 0 ×

21 BTN Bhutan 1983 2016 34 0 473 2971 73.5 3 57 1.58 3 57 0 × 0 ×
22 BWA Botswana 1975 2016 42 0 1435 7797 151.5 16 30 0.33 6 33 0 0
23 CAN Canada 1970 2008 39 0 22844 48495 657.7 32 123 2.33 32 177 11 8
24 CHE Switzerland 1970 2016 47 0 49581 77026 583.9 103 172 1.48 86 172 45 32
25 CHL Chile 1971 2016 46 0 4901 14777 214.7 7 109 2.21 3 109 8 0 ×
26 CHN China 1987 2016 30 0 634 6908 209.1 69 149 2.66 66 149 19 5
27 CIV Cote d’Ivoire 1961 2016 56 0 1300 1530 4.1 19 22 0.06 13 42 0 0
28 CMR Cameroon 1969 2016 48 0 926 1469 11.3 15 16 0.03 7 25 0 0
29 COD Congo, Dem Rep 2000 2016 17 0 290 407 6.9 0 6 0.32 0 6 0 0
30 COG Congo, Rep 1989 2015 25 2 2862 3013 5.6 15 21 0.22 2 21 0 0

31 COL Colombia 1960 2016 55 2 2339 7634 92.9 20 46 0.46 12 50 0 × 0 ×
32 CRI Costa Rica 1960 2016 57 0 2911 9510 115.8 26 56 0.53 10 56 0 × 0 ×
33 CYP Cyprus 1975 2015 41 0 7360 27898 500.9 79 248 4.12 54 261 22 15
34 CZE Czech Republic 1993 2016 24 0 12313 21864 397.9 59 50 -0.40 27 62 0 × 0 ×
35 DEU Germany 1970 2016 47 0 19680 45960 559.2 57 76 0.41 57 116 17 0 ×
36 DNK Denmark 1966 2016 51 0 26032 61878 702.9 27 169 2.78 21 212 16 16
37 DOM Dominican Rep 1960 2016 57 0 1324 7026 100.0 5 26 0.36 5 30 0 0
38 DZA Algeria 1973 2016 44 0 2925 4830 43.3 35 22 -0.28 4 68 0 × 0 ×
39 ECU Ecuador 1960 2016 57 0 2238 5176 51.5 20 29 0.16 11 34 0 0
40 EGY Egypt, Arab Rep 1960 2016 57 0 578 2761 38.3 18 28 0.18 10 51 0 × 0 ×

41 ESP Spain 1972 2016 45 0 15010 31449 365.3 65 112 1.03 61 173 16 11
42 EST Estonia 1993 2016 24 0 6743 18092 472.9 9 70 2.51 9 103 2 0 ×
43 FIN Finland 1970 2016 47 0 18267 46750 606.0 37 93 1.19 37 93 4 0 ×
44 FRA France 1960 2016 55 2 12744 42140 515.7 20 95 1.32 20 96 8 0 ×
45 GAB Gabon 1963 2016 54 0 5529 9429 72.2 18 14 -0.06 5 28 0 0
46 GBR United Kingdom 1970 2016 47 0 17923 42500 522.9 19 130 2.38 19 196 28 15
47 GEO Georgia 1995 2016 22 0 1077 4305 146.7 5 56 2.33 3 56 0 × 0 ×
48 GHA Ghana 1965 2016 52 0 1055 1645 11.3 7 18 0.20 1 18 0 0
49 GMB The Gambia 1977 2014 38 0 865 748 -3.1 9 13 0.11 6 17 0 0
50 GNB Guinea-Bissau 1990 2014 25 0 637 556 -3.2 2 12 0.42 1 13 0 0

(Continued overleaf)

(i)



Table A-1: Sample Makeup (continued)

ISO Country Start End Obs Miss GDP pc (2005 US$) Private Credit/GDP Treatm. & Control

Start End ∆pa Start End ∆pa Min Max 92 C 119 C

51 GRC Greece 1960 2016 57 0 6260 22666 287.8 10 110 1.75 10 121 7 3
52 GTM Guatemala 1960 2016 57 0 1491 3243 30.7 10 33 0.41 10 33 0 0
53 GUY Guyana 1995 2016 22 0 2060 3793 78.8 15 45 1.40 15 48 0 × 0 ×
54 HKG Hong Kong SAR 1990 2016 27 0 18251 36819 687.7 153 202 1.79 124 219 27 27
55 HND Honduras 1960 2016 35 22 1096 2111 17.8 10 54 0.78 10 54 0 × 0 ×
56 HRV Croatia 1995 2016 22 0 8568 14706 279.0 24 61 1.70 24 71 0 × 0 ×
57 HUN Hungary 1991 2016 26 0 8858 15114 240.6 41 34 -0.25 20 66 0 × 0 ×
58 IDN Indonesia 1980 2016 37 0 1231 3968 74.0 6 38 0.84 6 44 0 0
59 IND India 1960 2016 57 0 330 1876 27.1 9 49 0.71 9 50 0 × 0 ×
60 IRL Ireland 1970 2016 47 0 12745 67078 1156.0 25 49 0.52 25 174 11 6

61 IRN Iran 1961 2016 53 3 3236 6791 63.5 14 61 0.83 14 61 0 × 0 ×
62 IRQ Iraq 1970 2016 18 29 1466 5931 95.0 12 10 -0.06 2 12 0 0
63 ISL Iceland 1977 2016 40 0 23544 49985 661.0 21 84 1.57 21 263 13 9
64 ISR Israel 1970 2016 47 0 13965 33721 420.3 24 64 0.87 23 90 0 × 0 ×
65 ITA Italy 1970 2016 47 0 17671 34459 357.2 62 85 0.50 45 96 3 × 0 ×
66 JAM Jamaica 1966 2016 50 1 3796 4762 18.9 17 30 0.26 14 37 0 0
67 JOR Jordan 1976 2016 40 1 2037 3271 30.1 30 71 0.99 30 85 0 × 0 ×
68 JPN Japan 1970 2016 47 0 18700 47403 610.7 82 160 1.65 82 192 46 35
69 KEN Kenya 1961 2016 56 0 480 1130 11.6 12 31 0.34 10 32 0 0
70 KGZ Kyrgyz Rep 1996 2016 21 0 564 1044 22.8 9 21 0.55 4 21 0 0

71 KHM Cambodia 1995 2016 22 0 342 1080 33.5 3 74 3.21 3 74 0 × 0 ×
72 KOR Korea, Rep 1960 2016 57 0 932 26726 452.5 11 139 2.23 11 139 6 3
73 KWT Kuwait 1995 2016 22 0 41801 35887 -268.8 29 106 3.48 29 106 2 0 ×
74 LKA Sri Lanka 1961 2016 56 0 586 3769 56.8 7 37 0.53 7 37 0 0
75 LSO Lesotho 1974 2016 18 25 468 1422 22.2 0 17 0.39 0 17 0 0
76 LTU Lithuania 1995 2016 21 1 5318 15944 483.0 14 41 1.25 10 58 0 × 0 ×
77 LUX Luxembourg 1970 2016 44 3 35457 110162 1589.5 41 98 1.21 41 108 8 0 ×
78 LVA Latvia 1995 2016 21 1 5141 14736 436.1 11 47 1.66 7 95 1 0 ×
79 MAC Macao SAR 1989 2016 28 0 20609 52163 1126.9 58 112 1.94 39 112 2 0 ×
80 MAR Morocco 1966 2016 51 0 815 3213 47.0 13 63 0.99 9 73 0 × 0 ×

81 MDA Moldova 1995 2016 22 0 1624 3120 68.0 4 31 1.19 4 39 0 0
82 MDG Madagascar 1965 2016 52 0 774 476 -5.7 17 13 -0.09 8 18 0 0
83 MEX Mexico 1960 2016 57 0 3907 10206 110.5 20 32 0.20 8 32 0 0
84 MKD N Macedonia 1994 2016 23 0 3094 5247 93.6 37 48 0.47 16 49 0 × 0 ×
85 MLI Mali 1989 2016 28 0 504 749 8.8 10 23 0.45 7 23 0 0
86 MLT Malta 1970 2016 47 0 3746 26788 490.2 43 83 0.86 21 120 16 1
87 MNG Mongolia 1993 2016 24 0 1364 3866 104.3 5 53 2.00 5 55 0 × 0 ×
88 MRT Mauritania 1986 2012 14 13 1634 1653 0.7 26 21 -0.19 18 27 0 0
89 MUS Mauritius 1976 2016 41 0 2405 9834 181.2 22 98 1.85 21 103 5 0 ×
90 MWI Malawi 1981 2016 36 0 371 506 3.8 11 10 -0.03 2 13 0 0

91 MYS Malaysia 1960 2016 57 0 1354 11244 173.5 8 120 1.97 8 145 23 5
92 NAM Namibia 2003 2016 14 0 4229 6143 136.7 43 64 1.55 43 64 0 × 0 ×
93 NER Niger 1967 2016 50 0 906 527 -7.6 9 15 0.11 4 18 0 0
94 NGA Nigeria 1981 2016 36 0 1742 2456 19.8 14 15 0.02 5 20 0 0
95 NIC Nicaragua 2000 2016 17 0 1294 1895 35.4 24 36 0.75 14 36 0 0
96 NLD Netherlands 1969 2016 46 2 23389 52727 611.2 30 113 1.72 29 125 18 1
97 NOR Norway 1970 2016 47 0 32245 90196 1233.0 50 143 1.97 48 143 10 8
98 NPL Nepal 1975 2016 42 0 280 730 10.7 4 71 1.59 4 71 0 × 0 ×
99 NZL New Zealand 1970 2010 41 0 19989 33700 334.4 11 146 3.29 10 146 15 6
100 OMN Oman 2001 2016 16 0 18782 16226 -159.8 39 73 2.11 28 73 0 × 0 ×

101 PAK Pakistan 1960 2016 57 0 302 1118 14.3 9 15 0.12 9 27 0 0
102 PAN Panama 1960 2016 57 0 2139 11107 157.3 12 81 1.23 11 92 0 × 0 ×
103 PER Peru 1960 2016 57 0 2660 6262 63.2 16 41 0.44 5 41 0 0
104 PHL Philippines 1960 2016 57 0 1100 2887 31.3 15 41 0.46 15 51 0 × 0 ×
105 PNG Papua New Guinea 1973 2004 32 0 1774 1582 -6.0 11 8 -0.07 7 19 0 0
106 POL Poland 1995 2016 22 0 6540 15102 389.2 15 53 1.74 15 53 0 × 0 ×
107 PRT Portugal 1970 2016 47 0 8760 22534 293.1 46 114 1.45 42 159 18 11
108 PRY Paraguay 1962 2016 55 0 1430 5090 66.5 5 54 0.89 5 54 0 × 0 ×
109 PSE West Bank/Gaza 1997 2016 20 0 2060 2695 31.7 13 42 1.45 13 42 0 0
110 QAT Qatar 2002 2016 15 0 62632 64303 111.4 29 78 3.27 26 78 0 × 0 ×

(Continued overleaf)

(ii)



Table A-1: Sample Makeup (continued)

ISO Country Start End Obs Miss GDP pc (2005 US$) Private Credit/GDP Treatm. & Control

Start End ∆pa Start End ∆pa Min Max 92 C 119 C

111 ROU Romania 1991 2016 22 4 4725 10237 212.0 31 34 0.10 4 44 0 0
112 RUS Russian Fed 1993 2016 24 0 7071 11356 178.6 6 56 2.10 6 56 0 × 0 ×
113 RWA Rwanda 1967 2016 48 2 312 793 9.6 1 20 0.38 1 20 0 0
114 SAU Saudi Arabia 1970 2016 47 0 22134 21271 -18.4 5 69 1.35 4 74 0 × 0 ×
115 SDN Sudan 1960 2015 56 0 876 1826 17.0 10 8 -0.03 2 15 0 0
116 SEN Senegal 1968 2016 49 0 1296 1432 2.8 13 32 0.38 13 35 0 0
117 SGP Singapore 1963 2016 54 0 4113 55043 943.2 33 132 1.84 33 132 22 4
118 SLV El Salvador 1965 2016 52 0 2358 3383 19.7 19 44 0.49 17 44 0 0
119 SRB Serbia 1997 2015 19 0 3504 6155 139.6 21 43 1.16 16 47 0 × 0 ×
120 SVK Slovak Rep 1993 2016 24 0 7821 19274 477.2 52 54 0.11 29 54 0 × 0 ×

121 SVN Slovenia 1991 2016 26 0 14135 24552 400.6 35 47 0.47 19 85 0 × 0 ×
122 SWE Sweden 1960 2016 57 0 18050 56789 679.6 40 125 1.49 39 129 22 10
123 SWZ Eswatini 1970 2016 47 0 1226 4663 73.1 8 20 0.26 7 21 0 0
124 SYC Sychelles 1976 2016 41 0 5078 13606 208.0 19 29 0.25 9 30 0 0
125 TCD Tchad 1984 2015 32 0 470 957 15.2 11 8 -0.07 2 18 0 0
126 TGO Togo 1969 2016 48 0 631 649 0.4 8 36 0.58 8 36 0 0
127 THA Thailand 1964 2016 53 0 662 5916 99.1 14 145 2.47 14 163 19 11
128 TJK Tajikistan 2001 2016 16 0 448 976 33.0 12 19 0.42 10 24 0 0
129 TLS East Timor 2003 2016 14 0 635 923 20.6 3 8 0.30 2 8 0 0
130 TON Tonga 1981 2012 32 0 2206 3730 47.6 12 32 0.60 12 52 0 × 0 ×

131 TUN Tunisia 1987 2016 30 0 2167 4311 71.5 45 77 1.09 44 77 0 × 0 ×
132 TUR Turkey 1960 2016 57 0 3175 14063 191.0 18 65 0.82 11 65 0 × 0 ×
133 TZA Tanzania 1990 2016 27 0 516 904 14.4 15 14 -0.06 3 16 0 0
134 UGA Uganda 1994 2016 23 0 439 910 20.5 4 14 0.45 4 14 0 0
135 UKR Ukraine 1993 2016 24 0 2798 2904 4.4 1 47 1.92 1 90 0 × 0 ×
136 URY Uruguay 1960 2016 57 0 5475 14124 151.7 19 29 0.18 6 61 0 × 0 ×
137 USA United States 1970 2016 47 0 23207 52556 624.4 85 179 2.00 85 196 33 22
138 VNM Vietnam 1996 2016 21 0 628 1753 53.5 17 114 4.60 17 114 5 × 0 ×
139 VUT Vanuatu 1980 2014 35 0 2071 2853 22.4 32 69 1.05 26 69 0 × 0 ×
140 ZAF South Africa 1961 2016 56 0 4685 7477 49.8 19 143 2.22 18 147 24 14

Notes: We provide details on the 140 countries in our sample of analysis, including Start and End Year of the country
time series, the number of observations (Obs) and hence the number of missing observations (Miss). Real GDP pc is in
US$ 2008 values for the first and final year of the country sample, ∆pa refers to the average annual change in GDPpc
over the country-specific sample period. We provide the same quantities for Credit/GDP, alongside with the minimum
and maximum values. The final set of columns indicates a number of ‘treated’ samples: we provide details on the number
of observations in the ‘higher’ regime for the 92% and 119% cut-offs (the ‘treated’ relative to the ‘untreated’ observations
in the ‘treated countries’ make up the first ‘difference’ of the Diff-in-Diff specification), alongside with the respective
control samples (‘C’), where we limit the presentation to the controls samples where credit/GDP peaks between 47 and
92% — all observations of a ‘control’ country enter the control sample (the second ‘difference’), marked with ×.
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B Banking Crisis Event Analysis

Figure B-1: Event Analysis — Banking Crises
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(a) 102 Countries which experienced a banking crisis
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(b) 34 Highly financially developed countries (92% credit/GDP)

Notes: These plots present the results from event analyses in the eleven years surrounding banking crises, accounting
for country fixed effects. The blue bars are the 90% confidence intervals, based on standard errors clustered at the
country-level. Panel (a) is for all 102 countries (which experienced a banking crisis), panel (b) for countries which had
credit/GDP in excess of 92% at one point in their sample period (dto.). Ongoing crisis years are omitted.
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C Pooled Estimates
Table C-1: Too much Finance? Pooled Estimates

Per capita GDP growth rate (5-year averages)

(1) (2) (3) (4) (5) (6)
Estimator TWFE D-GMM S-GMM TWFE D-GMM S-GMM

Raw Estimates
Lagged GDP pc -0.041 -0.076 0.000 -0.041 -0.078 0.001

[0.005]*** [0.016]*** [0.003] [0.005]*** [0.017]*** [0.003]
Credit 1.307 4.411 2.788 1.733 4.846 6.466

[0.565]** [1.555]*** [1.198]** [0.719]** [2.225]** [2.508]***
Lagged Credit -0.338 -1.442 -3.545

[0.451] [1.411] [1.830]*
Credit Squared -0.252 -0.940 -0.473 -0.357 -0.982 -1.046

[0.090]*** [0.305]*** [0.189]** [0.119]*** [0.401]** [0.405]***
Lagged Credit Squared 0.107 0.197 0.571

[0.077] [0.261] [0.302]*
Inflation -0.002 -0.001 -0.002 -0.002 -0.002 -0.002

[0.000]*** [0.001] [0.001] [0.000]*** [0.002] [0.001]
Lagged Inflation -0.000 -0.003 -0.000

[0.000] [0.002]* [0.002]
Openness 2.093 1.151 2.317 2.396 1.794 2.420

[0.512]*** [1.417] [0.693]*** [0.610]*** [1.729] [1.476]
Lagged Openness -0.540 -1.943 -0.359

[0.447] [1.547] [1.276]

Cumulative Estimates
Credit 1.307 4.411 2.788 1.395 3.404 2.921

[0.565]** [1.555]*** [1.198]** [0.594]** [1.592]** [1.450]**
Credit Squared -0.252 -0.940 -0.473 -0.249 -0.784 -0.475

[0.090]*** [0.305]*** [0.189]** [0.089]*** [0.309]** [0.222]**

Observations 969 825 969 969 825 969
Countries 140 140 140 140 140 140
Instruments 84 125 84 125
Sargan p-value 0.00 0.00 0.01 0.00
Hansen p-value 0.14 0.22 0.12 0.23
AB AR(1) p-value 0.00 0.00 0.00 0.00
AB AR(2) p-value 0.40 0.02 0.49 0.05

Notes: We estimate dynamic pooled regressions for the average per capita GDP growth rate within a 5-year period on
lagged GDP pc, credit, inflation, and openness (all regressors are 5-year averages of the logarithmic values). Models
(1)-(3) are partial adjustment models where the regressors enter only in their contemporaneous values, models (4)-(6) are
distributed lag models. ‘Cumulative Estimates’ sum up the lag coefficients for the latter and reprint the estimates for the
former. Estimators are: TWFE — two-way fixed effects, D-GMM — Difference GMM (Arellano & Bond 1991), S-GMM
— System GMM (Blundell & Bond 1998). Our sample is divided into 11 non-overlapping 5-year periods. Diagnostics
report the number of instruments used (we restrict the instrument set to the 3rd and 4th lags to avoid instrument
proliferation and hence overfitting bias), the Sargan and Hansen test p-values along with the residual serial correlation
tests following Arellano & Bond (1991).

In Table C-1 we present results from pooled regression models of the finance-growth nexus adopt-

ing the empirical setup of Arcand et al. (2015), comprising 11 non-overlapping 5-year periods: all vari-
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ables are 5-year averages. As in our ‘treatment’ analysis in the main text we stick to a limited set of

controls (trade openness, inflation) so we can directly compare pooled and heterogeneous treatment

results. Our first set of specifications in columns (1) to (3) adopt a partial adjustment model, including

the lag of per capita GDP (in logs) and contemporaneous values of credit, credit squared, inflation and

openness. In columns (4) to (6) we then adopt less restrictive dynamics by allowing all independent

variables specified with their contemporaneous and lagged terms — in order to make results compa-

rable across the two dynamic setups we report ‘cumulative estimates’ in a lower panel of the table.

The dependent variable is per capita GDP growth, hence the specifications carry an element of error

correction models (ECM), where we would expect the lagged GDP pc term to be negative significant.

The implementation is via standard two-way fixed effects (TWFE), the difference GMM (Arellano

& Bond 1991) and the system GMM (Blundell & Bond 1998) estimators: as is well-known the GMM

estimators suffer from over-fitting bias (in the direction of the TWFE results) if there are too many

instruments adopted, and we hence adopt a common choice of moment restrictions for all GMM

specifications (the 3rd and 4th lags) which yields some favourable diagnostic test results.

Across all specifications and estimators we find the statistically significant ‘non-monotonicity’

result for credit and credit squared characteristic of the ‘too much finance’ debate: positive credit and

negative squared credit terms, typically significant at the 5% level. Focusing on the diagnostics for

the GMM estimators, we find some evidence of the dynamic requirement of significant first-order but

insignificant second-order serial correlation in the residuals — marginally so for the system GMM models.

The test results for the validity of the overidentification restrictions are mixed: Sargan tests reject

throughout, whereas Hansen tests look much better. Since we have moderate numbers of instruments,

we put more emphasis on the latter results (which are robust but weakened by instrument proliferation).

D Full Results Tables

Overleaf:

Table D-1 – Advanced Country sample, thresholds 65% to 120% credit/GDP, control sample cut-off is

threshold less 25%.

Table D-2 – Advanced Country sample, thresholds 92% and 119% credit/GDP, with a range of control

sample cut-offs.
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E PWT Production Function. . . or Not
Figure E-1: Too much Finance — Production Functions (or not) Using PWT Data

(a) Empirical Model without Capital Stock as Control — 92% Threshold

(b) Empirical Model with Capital Stock as Control (Production Function) — 92% Threshold

(Continued overleaf)
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Figure E-1: Too much Finance — Production Functions (or not) Using PWT Data (cont’d)

(c) Empirical Model without Capital Stock as Control — 119% Threshold

(d) Empirical Model with Capital Stock as Control (Production Function) — 119% Threshold

Notes: The figure presents mean estimates for a variety of difference-in-differences estimators; in contrast to the results
in the maintext of the paper we here compare and contrast treatment effect results for a ‘high financial development’
dummy in a production function (Y/L regressed on K/L) using PWT data in (a) and (c) with an alternative specification
without K/L as additional control in (b) and (d). Trade openness and inflation are included as controls in all models.
In each plot we consider a number of alternative counterfactuals (control groups), by dropping countries with very low
financial development (below 40th, 50th, 60th and 70th percentile of the credit/GDP distribution). The first plot,
marked 0th percentile, is for a control group which includes all countries which stayed below the credit/GDP threshold.
A filled (hollow) marker indicates statistical (in)significance at the 10% level. Mean and median length of treatment and
treatment sample size are indicated in the graph.
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F Moving ‘too much finance’ threshold

Figure F-1: Too much Finance? Moving Threshold

Effect of Too Much Finance (Moving Threshold based on annual 85th, 90th or 95th percentile)
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Significant at 10% level

Notes: We investigate ‘too much finance’ adopting a moving threshold of the 85th, 90th or 95th percentile of the
credit/GDP distribution in every year from 1960-2016. The control samples have these thresholds as their upper bound
and 25 percentage point lower credit/GDP as their lower bound for their credit/GDP peak. See Figure 2 for additional
details.
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G Dynamic Treatment Effects
Figure G-1: Too much Finance? Dynamic Treatment Effects
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(a) Defining excessive finance as 92% credit/GDP, alternative factor augmentations
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(b) Defining excessive finance as 119% credit/GDP, alternative factor augmentations

Notes: We investigate ‘too much finance’ in the PCDID model but allow for dynamic treatment effects, including
treatment year dummies up to k = 10 (left plot) and k = 15 (right plot) in the estimation equation. Alpha tests cannot
reject weak parallel trends in panel (a) but reject in panel (b).

H Heterogeneity

H.1 Deep Determinants of Comparative Development

Legal Origin Data on British and French legal origin are taken from La Porta et al (2008).

Geography Malaria ecology is taken from Kiszewski et al (2004), the share of population at malaria

risk in 1965 from Conley et al (2007). Historical prevalence of seven infectious diseases is from the

database of Murray and Schaller (2010). Average absolute latitude and share of tropical climate are

from Nunn and Puga (2012), share of temperate climate from Spolaore and Wacziarg (2013).

Culture The three language similarity measures are averages from bilateral data in DICL (Gurevich

et al, 2021), share of European settlers in 1900 is from Gorodnichenko and Roland (2017) and share of

(xii)



descendants from Europeans is provided in Spolaore and Wacziarg (2013).

Biogeography The years since the Neolithic Transition is taken from Olsson and Hibbs (2005). We

express the variable as a fraction of the sample maximum.

State History We use two measures, the original state history (ancestry-adjusted) by Putterman and

Weil (2010) and the enhanced measure by Borcan et al. (2018). We express both variables as a fraction

of their sample maximum.

Real Market Potential From the CEPII dataset (Mayer, 2008) we pick the real market potential

measures from Head and Mayer (2004) and Redding and Venables (2004). We express both variables

as a fraction of their sample maximum. Since RMP is time-varying, we use 1965 values to determine

the sample split.

Additional references
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Paper 12892, National Bureau of Economic Research Cambridge.

⊗ Gorodnichenko, Y. & Roland, G., 2017. ‘Culture, institutions, and the wealth of nations’, Review

of Economics and Statistics 99(3), 402–416.
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Figure H-1: Deep Determinants in our treated sample vs the full sample
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Figure H-1: Deep Determinants in our treated sample vs the full sample (cont’d)
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(b) Culture: European Origins (left two plots); Legal Origin: French LO (right plot)
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(c) Legal Origin: British LO (left), Market Potential: HM and RV (right two plots)
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(d) Biogeography (left), State History (right two plots)

Notes: Each plot provides a histogram of the distribution of countries in our treated sample (92% threshold, up to 38
countries) and the full sample (up to 140 countries) for a proxy for geography, legal origins, culture, market potential,
state history, and biogeography. Some x-scales are reversed, so that values to the left are hypothesised in the literature
to be more conducive to long-run development (e.g. low historical disease environment or not having French legal origin).
The histogram for British legal origin indicates identical distribution between our treated sample and the full sample.
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Figure H-2: Deep Determinants of ‘Too much finance’?

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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(a) Geography: Being outside the Tropics and Low Historical Disease Prevalence

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Threshold Effect [Treated Sample Size] All Countries [38] Lower avg common language index [28] Higher avg language similarity [29]
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(b) Culture: Language (Dis)Similarity

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Significant at 10% level

(c) Culture: European Descendants

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Significant at 10% level

(d) Legal Origin: Not to have French or British Legal Origin

(Continued overleaf)
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Figure H-2: Deep Determinants of ‘Too much finance’? (cont’d)

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Threshold Effect [Treated Sample Size] All Countries [38] Early Neolithic Transition [18] Late Neolithic Transition [18]

Significant at 10% level

(a) Biogeography: late and early Neolithic Transition

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Threshold Effect [Treated Sample Size] All Countries [38] Old State History [16] Young State History [16]

Significant at 10% level

(b) State History (i)

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Threshold Effect [Treated Sample Size] All Countries [38] Old State History [17] Young State History [16]

Significant at 10% level

(c) State History (ii)

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Significant at 10% level

(d) Real Market Potential (RMP)

Notes: We investigate the heterogeneity of our ‘too much finance’ results by studying the relationship with ‘deep
determinants’. We adopt the PCDID estimates for the 92% credit/GDP threshold, with control countries those with a
peak credit/GDP between 47% and 91%. A filled (hollow) marker indicates statistical (in)significance at the 10% level.
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H.2 Timing and Instances of Excessive Finance

Figure H-3: Timing and Instances of ‘Too much finance’

2011 2013

2012

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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Threshold Effect [Treated Sample Size] All Countries [38] Crossed Threshold before 2007 [24] Only one threshold crossing [25]

Significant at 10% level

Notes: We investigate the heterogeneity of our ‘too much finance’ results by studying the countries with just a single
crossing into ‘too much finance’ and those which first crossed the threshold before 2007. We adopt the PCDID estimates
for the 92% credit/GDP threshold, with control countries those with a peak credit/GDP between 47% and 91%. A filled
(hollow) marker indicates statistical (in)significance at the 10% level.
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I Non-linear controls in the PCDID regressions

Figure I-1: Too much Finance? Running line presentation of PCDID results

(a) Defining excessive finance with thresholds from 65% to 120% credit/GDP

Threshold effect of 92% Credit/GDP (90th percentile, 38 countries)
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(b) Defining excessive finance as 92% credit/GDP, alternative control samples

Threshold effect of 119% Credit/GDP (95th percentile, 24 countries)
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(c) Defining excessive finance as 119% credit/GDP, alternative control samples

Notes: Each plot investigates the prospect of ‘too much finance’ by studying the effect of being above a specified
threshold of credit/GDP. In panels (b) and (c) we consider alternative control group samples by keeping or dropping
countries with low financial development. A filled (hollow) marker indicates statistical (in)significance at the 10% level.
Mean and median (MD) treatment lengths and control sample sizes (N) are also reported. In all models we include
trade/GDP and inflation as well as their respective squared terms as controls.
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J Finance for Development?

Our analysis in the maintext is clearly focused on highly-developed ‘advanced’ economies, which make

up the vast majority of countries with ‘excessive finance’ (>85%). In this section we consider whether

a finance-growth nonlinearity may be present for countries at lower levels of development: adopting

‘intermediate’ level thresholds for too much finance, we study the treatment effect ‘evolution’ using

the same visual results plots as in our analysis of high thresholds in the main text. We begin with a

motivation using descriptive analysis.

Figure J-1: Peak Credit/GDP and Relative Growth Performance
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Notes: This plot shows the log of peak credit/GDP (x-axis) and ‘relative’ growth performance: average growth for the
five years around the peak relative to the average in ‘non-peak’ years. The black lines are fitted fractional polynomial
regression lines.
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In the upper panel of Figure J-1 we study the relative growth performance of countries in relation

to their credit/GDP peak: we adopt the ratio of average per capita GDP growth in the five years

around the peak to the average for all other years. Here the finance-growth nexus, in form of a

fractional polynomial regression line, looks distinctly rotten: countries which peaked with credit/GDP

ratios over 34% experienced negative relative growth, and those at the top-end of the distribution had

on average 3% lower growth rates than in non-peak times. There are of course many problems with this

interpretation but we can use this descriptive analysis to pinpoint an important insight, highlighted in

the lower panel of the figure, where we split the sample and regression lines into those countries below

and above 92% credit/GDP: if a plot like that in Figure J-1 (a) can motivate the study of ‘too much

finance’ at the top of the credit/GDP distribution, then the plot on the left in Figure J-1 (b) suggests

that we should also study this relationship at intermediate levels of financial development (credit/GDP

thresholds around 34% or 47%).

Treated Samples For the lower threshold of 34% credit/GDP we have 18 treated countries of which

2 are Low-Income countries and the remainder split equally between lower and upper Middle-Income

countries. For the 47% threshold, 7 are High-Income, 11 Upper Middle-Income and 8 Lower Middle-

Income economies.

Main Results Panel (a) in Figure J-2 presents results for a range of thresholds from 30% to 65%

— in each case, the treated country sample is made up of countries where peak credit/GDP ranged

between this and 25 percentage points above this value. For all thresholds, we see an eventually

positive significant effect of years in ‘too much finance’, although the lower cut-offs indicate substantial

heterogeneity in the first dozen years or so: higher thresholds (in orange shades) suggest negative

significant effects of around 5% lower income per capita, whereas lower thresholds (in other colours)

are mostly insignificant. Appendix Table J-1 reports the ATET estimates and further diagnostic test

results which suggest that most specifications pass the parallel trend test and are further not subject

to bad controls.

Extensions Based on the earlier descriptive analysis we focus our analysis on different control samples

for the 34% and 47% credit/GDP thresholds in Panels (b) and (c)39 — the treated sample is restricted

as indicated. The different regression lines in each plot are for the same treated sample but correspond
39Appendix Tables J-2 and J-3 report ATET estimates and p-values from Wald tests carried out in analogy to those for

the advanced country samples: basic assumptions of the model are violated in the 47-65% treatment sample but largely
confirmed in all other specifications.
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to different control samples: again we curtail the control sample from below. In Panel (b) the treatment

effects are positive for virtually all specifications and at times statistically significant and rising with

treatment length. For the 47% threshold in Panel (c), the more curtailed specifications similarly yield

positive significant and rising effects. Countries with just a few years above the threshold, as well as

those at mean or median treatment length, often have positive but largely insignificant coefficients (the

specifications with the most restricted controls sample only allow for 12 and 18 countries, respectively).

Heterogeneity Like in the ‘advanced country’ sample we analysed whether the patterns of developing

country results are clearly driven by deep determinants, such as legal origin. Appendix Figure J-3

provides the equivalent to Figure H-2 for the threshold 47% credit/GDP (upper threshold 91%), where

we selected the control sample as those 30 countries with a credit/GDP peak between 26% and 46%.40

The plots show precious little variation between the different sub-samples by legal origin, culture, or

state history.

40Results (available on request) are qualitatively identical if we select the control sample as those 18 countries with a
credit/GDP peak between 34% and 46%.
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Figure J-2: Finance for Development? Running line presentation of PCDID results

(a) Defining excessive finance with thresholds from 30% to 65% credit/GDP

Threshold effect of 34% Credit/GDP (above 60th but below 70th percentile, 18 countries)
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(b) Defining excessive finance as 34% credit/GDP, alternative ranges and control samples

(continued overleaf)
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Figure J-2: Finance for Development? (cont’d)

Threshold effect of 47% Credit/GDP (above 70th but below 80th percentile, 26 countries)
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Significant at 10% level

Threshold effect of 47% Credit/GDP (above 70th but below 90th percentile, 47 countries)
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(c) Defining excessive finance as 47% credit/GDP, alternative ranges and control samples

Notes: We investigate ‘too much finance’ at intermediate levels of the credit/GDP distribution by studying a range of
thresholds in Panel (a) and the effect of being above the 34% or 47% threshold in Panels (b) and (c), respectively. In
Panel (a) the treatment sample is restricted to ‘threshold’+25%. In the other panels the treatment sample is restricted
as indicated. The different specifications in each plot in Panels (b) and (c) are for control samples dropping no countries
(0th), those with a maximum credit/GDP below 16% (30th percentile), 20% (40th), 26% (50th), or in the lower panel
also 34% (60th). See Figure 2 for additional details.
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Figure J-3: Deep Determinants of ‘Too much Finance for Development’?

Threshold effect of 47−92% Credit/GDP (70th−90th percentile, 47 countries)
(Control sample limited to 30 countries with Credit/GDP peak 26−47%)
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Significant at 10% level

(a) Geography: Being outside the Tropics and Low Historical Disease Prevalence

Threshold effect of 47−92% Credit/GDP (70th−90th percentile, 47 countries)
(Control sample limited to 30 countries with Credit/GDP peak 26−47%)
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Threshold Effect [Treated Sample Size] All Countries [47] Lower avg common language index [37] Higher avg language similarity [38]

Significant at 10% level

(b) Culture: Language (Dis)Similarity

Threshold effect of 47−92% Credit/GDP (70th−90th percentile, 47 countries)
(Control sample limited to 30 countries with Credit/GDP peak 26−47%)
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(c) Culture: European Descendants

Threshold effect of 47−92% Credit/GDP (70th−90th percentile, 47 countries)
(Control sample limited to 30 countries with Credit/GDP peak 26−47%)
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Significant at 10% level

(d) Legal Origin: French Legal Origin or Not British Legal Origin

Notes: We investigate the heterogeneity of our ‘too much finance’ results by studying the relationship with ‘deep
determinants’. We adopt the PCDID estimates for the 47% credit/GDP threshold (max 91%), with control countries
those with a peak credit/GDP between 26% and 46%. A filled (hollow) marker indicates statistical (in)significance at
the 10% level. Compared with Figure H-2 in the maintextwe adapt the cut-off for ‘European Descendants’ in panel (c)
and use French LO (instead of ‘not French LO’) in panel (d) to increase the sub-sample size.
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K Household versus Corporate Credit

Background While the ‘credit booms gone bust’ narrative in the financial crisis literature is now

well-established, the more recent work has asked whether this relationship is crucially influenced by

‘who borrows’ (e.g. Beck et al. 2009, Mian et al. 2017, Müller & Verner 2024, among others).Most of

the empirical literature has suggested household credit as the major driver of the aggregate credit-crisis

relationship (Jordà et al. 2016, Mian et al. 2017).41 As an exploratory exercise we investigate whether

the use of household credit and corporate credit lead to different insights into the finance-growth

relationship.

Data We use quarterly data from the Bank of International Settlements (BIS) for 1991Q1 to 2018Q3

to disaggregate credit to the non-financial sector into ‘household credit’ and ‘firm (non-financial cor-

poration) credit’. These data are compiled for 44 countries, though the availability of per capita GDP

and the inclusion of control variables reduce this to 41 countries. Our income variable is constructed

from nominal GDP data, CPI data (benchmark year 2010) and local currency to US$ exchange rates

averaged for the benchmark year (all quarterly) along with annual population data (interpolated to

cover quarterly frequency) from the IMF IFS. Quarterly data on inflation (change in CPI) is from the

same source, from the IMF Direction of Trade (DOT) dataset we obtain quarterly data for imports and

exports to construct the export/trade control variable. Appendix Figure K-1 shows a simple scatterplot

for the two credit ratios with per capita GDP, the sample makeup is reported in Appendix Table K-1.

Thresholds Like in our analysis of aggregate credit we adopt specific percentiles of the distribution

of household credit/GDP and firm credit/GDP to define respective thresholds for ‘too much finance’;

due to modest sample sizes all countries permanently below the respective threshold are in the control

sample. We adopt the 80th, 85th and 90th percentiles — highlighted in Appendix Figure K-1 — but

the treated sample sizes are modest (12 to 19 countries) so that our results need to be interpreted with

caution. In order to capture an imbalance between household and corporate credit42 we also construct a

variable representing the share of household to total credit and take its 80th, 85th and 90th percentiles

as alternative thresholds. Again, the treated sample size is small, only ten countries.
41Müller & Verner (2024) demonstrate that similar to household credit booms, lending to non-tradable sectors consti-

tutes the ‘bad booms’ leading to productivity slowdowns and financial vulnerability.
42We experiment with including the household credit/GDP variable in the treatment equation for ‘too much corporate

credit’ and vice versa, but our Wald tests always suggest these are ‘bad controls’.
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Results Empirical findings for the PCDID estimator are presented in Appendix Table K-2. These

give no indication of a negative average treatment effect (ATET – computed using the robust mean

across heterogeneous country estimates), in fact, two out of three household credit specifications have

large positive results (13% higher income per capita). Our Wald tests that control variables are jointly

insignificant in an auxiliary regression of the treatment dummy on the controls as well as the estimated

factors are somewhat mixed: the null of no statistical significance is not universally maintained. Fur-

thermore, only the results for specifications using share of hh/corporate credit ‘pass’ the Alpha test.

With this and other caveats in mind, we conclude that once again on average there was no evidence

for a detrimental ‘too much finance’ effect on economic development.43

Figure K-1: Too much Finance? Quarterly Data for Household and Corporate Credit
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Notes: These are scatter plots for log real GDP pc (in thousands of US$ in 2010 values) and, in panel (a) the log of
household credit/GDP (blue circles) and log of corporate (non-financial firm) credit/GDP (pink plus signs), as well as in
panel (b) the log of household to corporate credit (in percent). The fitted lines are constructed using quadratic regression
models, for the household credit data in panel (a) observations <5% credit/GDP are omitted to ease illustration.

43Given the sample sizes involved we did not pursue the analysis of banking crisis in this dataset.
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Table K-1: Sample make-up — Quarterly Credit Data for HH and Corporations

Household Credit/GDP Firm Credit/GDP

Country ISO Obs Start End 67% 73% 86% 104% 112% 124%

Australia AUS 111 1991 2018 76 69 61 C C C
Austria AUT 92 1995 2018 C C C C C C
Belgium BEL 87 1997 2018 C C C 72 20 43
Brazil BRA 91 1996 2018 C C C C C C
Canada CAN 111 1991 2018 57 48 38 15 3

Switzerland CHE 76 1999 2018 22 28
Chile CHL 64 2002 2018 C C C 2 C C
China CHN 51 2006 2018 C C C 43 51 27
Colombia COL 55 2005 2018 C C C C C C
Czech Rep CZE 92 1995 2018 C C C C C C

Germany DEU 111 1991 2018 30 C C C C C
Denmark DNK 95 1995 2018 92 71 44 46
Spain ESP 95 1995 2018 43 34 C 42 25 20
Finland FIN 111 1991 2018 2 C C 47 68 3
France FRA 111 1991 2018 C C C 72 44 28

United Kingdom GBR 95 1995 2018 68 62 40 C C C
Greece GRC 95 1995 2018 C C C C C C
Hong Kong SAR HKG 111 1991 2018 9 C C 92 22 51
Hungary HUN 95 1995 2018 C C C C C C
Indonesia IDN 43 2008 2018 C C C C C C

India IND 46 2007 2018 C C C C C C
Ireland IRL 67 2002 2018 43 39 33 50 44 46
Israel ISR 95 1995 2018 C C C C C C
Italy ITA 95 1995 2018 C C C C C C
Japan JPN 99 1994 2018 41 C C 53 36 25

Korea KOR 111 1991 2018 50 42 13 16 2
Luxembourg LUX 67 2002 2018 4 C C
Mexico MEX 96 1994 2018 C C C C C C
Netherlands NLD 95 1995 2018 87 85 73 68
Norway NOR 111 1991 2018 61 41 18 80 64 44

New Zealand NZL 82 1998 2018 62 57 49 5 C C
Poland POL 92 1995 2018 C C C C C C
Portugal PRT 95 1995 2018 64 50 25 52 37 22
Russia RUS 63 2003 2018 C C C C C C
Saudi Arabia SAU 55 2005 2018 C C C C C C

Singapore SGP 111 1991 2018 C C C 17 6
Sweden SWE 103 1993 2018 42 37 8 68 47 44
Thailand THA 103 1993 2018 17 C C 5 1
Turkey TUR 83 1998 2018 C C C C C C
United States USA 111 1991 2018 79 69 32 C C C

South Africa ZAF 43 2008 2018 C C C C C C

Notes: The table indicates the full sample make-up for the 41 countries with quarterly data. The columns in the right
part indicate the number of quarters a country was above the indicated thresholds (‘in treatment’), with ‘C’ indicating
that the country never breached the threshold and hence is part of the control sample.
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L ATET Estimates — banking crisis analysis (high thresholds)

Table L-1: Too Much Finance & Banking Crises

Group I Group II
Higher cut-off 92% Credit/GDP (90th percentile) 119% Credit/GDP (95th percentile)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Control Above 0% 20% 26% 34% 47% 0% 20% 26% 34% 47%
Percentile 0th 40th 50th 60th 70th 0th 40th 50th 60th 70th

Panel A: Change in Credit/GDP (Credit Booms Gone Bust)
Without additional controls
β̂MG 2.933 2.457 2.379 2.302 1.836 2.311 2.628 2.369 2.247 2.460

[3.27]*** [2.60]*** [2.21]** [2.34]** [2.01]** [2.38]** [2.78]*** [2.47]** [2.61]*** [2.66]***

β̂A 2.463 1.692 2.371 2.330 2.417 1.408 0.828 2.491 1.270 0.942
[1.48] [1.18] [1.54] [1.68]* [1.62] [1.01] [0.71] [1.67]* [0.90] [0.72]

β̂B -2.263 -1.914 -2.488 -2.975 -2.769 0.464 1.374 0.132 2.797 2.186
[0.90] [0.79] [0.96] [1.11] [1.11] [0.18] [0.55] [0.06] [0.83] [0.57]

ROC Inter (p) 0.164 0.116 0.054 0.082 0.064 0.302 0.218 0.074 0.202 0.118

Controlling for Change in Capital Inflows/GDP, Inflation, GDPpc Growth and Change in GFCF/GDP (MA)
β̂MG 4.909 3.736 4.103 4.721 4.214 2.607 2.592 2.454 2.770 2.484

[4.25]*** [3.20]*** [3.39]*** [3.83]*** [3.80]*** [2.39]** [2.37]** [2.22]** [2.55]*** [2.20]**
ROC Comp (p) 0.012 0.039 0.016 0.009 0.004 0.252 0.332 0.165 0.222 0.054

β̂A 4.267 3.753 3.923 4.474 4.833 0.895 0.830 0.763 0.922 0.248
[1.89]* [1.81]* [1.76]* [1.96]** [1.96]** [0.86] [0.75] [0.60] [0.68] [0.15]

β̂B -1.721 -1.088 -0.874 -1.063 -1.793 2.590 2.752 2.048 4.377 4.241
[0.54] [0.69] [0.74] [0.69] [0.52] [0.45] [0.43] [0.54] [0.27] [0.32]

ROC Comp (p) 0.014 0.011 0.010 0.002 0.005 0.023 0.035 0.026 0.038 0.039
ROC Inter (p) 0.483 0.102 0.187 0.054 0.143 0.070 0.077 0.152 0.144 0.204

Panel B: Change in capital flows/GDP (Excessive Capital Flows I)
Without additional controls
β̂MG 2.125 6.237 3.818 6.204 4.558 -1.130 -0.756 -0.356 0.926 0.860

[0.55] [2.02]** [1.19] [1.95]* [1.55] [0.70] [0.51] [0.22] [0.71] [0.47]

β̂A -9.189 -5.559 -5.203 -2.916 -4.788 -2.874 -2.736 -3.348 -2.916 -0.881
[0.99] [0.55] [0.57] [1.38] [0.58] [1.02] [1.04] [1.52] [1.38] [0.30]

β̂B 19.642 20.899 14.848 5.189 8.271 5.510 5.467 7.021 5.189 4.968
[1.46] [1.47] [1.17] [1.75]* [0.86] [1.09] [1.14] [1.89]* [1.75]* [1.23]

ROC Inter (p) 0.001 0.002 0.008 0.005 0.006 0.031 0.031 0.026 0.038 0.016

Controlling for Change in Credit/GDP, Inflation, GDPpc Growth and Change in GFCF/GDP (MA)
β̂MG 4.02 1.832 0.235 3.12 4.513 -0.16 0.281 -1.051 -1.004 -0.717

[0.80] [0.39] [0.04] [0.57] [0.94] [0.08] [0.14] [0.45] [0.34] [0.27]
ROC Comp (p) 0.062 0.061 0.064 0.021 0.010 0.028 0.037 0.023 0.016 0.020

β̂A -9.912 -2.821 -1.562 -1.773 5.071 -2.207 -2.349 -2.403 -2.433 -0.761
[0.86] [0.79] [0.89] [0.85] [0.62] [0.74] [0.51] [0.47] [0.49] [0.83]

β̂B 15.274 6.173 3.384 9.824 -1.380 0.739 1.354 3.075 1.310 2.453
[0.97] [0.45] [0.81] [0.48] [0.92] [0.90] [0.83] [0.57] [0.81] [0.70]

ROC Comp (p) 0.005 0.008 0.005 0.002 0.003 0.035 0.039 0.034 0.018 0.032
ROC Inter (p) 0.483 0.102 0.187 0.054 0.143 0.070 0.077 0.152 0.144 0.204

(Continued Overleaf)
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Table L-1: Too Much Finance and Banking Crises (continued)

Group I Group II
Higher cut-off 92% Credit/GDP (90th percentile) 119% Credit/GDP (95th percentile)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Control Above 0% 20% 26% 34% 47% 0% 20% 26% 34% 47%
Percentile 0th 40th 50th 60th 70th 0th 40th 50th 60th 70th

Panel C: Square of gross capital flows/GDP (Excessive Capital Flows II)
Without additional controls
β̂MG 1.597 2.145 2.534 3.067 2.671 0.636 0.810 0.745 0.726 0.718

[1.71]* [2.13]** [2.93]*** [3.01]*** [3.03]*** [2.46]** [2.52]** [2.60]*** [2.49]** [2.53]**

β̂A 2.011 1.872 1.912 2.721 2.884 0.309 0.468 0.831 0.771 0.726
[1.29] [1.33] [1.23] [1.38] [1.34] [0.89] [1.34] [1.73]* [1.72]* [1.55]

β̂B -1.233 -1.352 -0.753 -0.720 -1.639 -0.690 -0.555 -0.687 -0.702 -0.936
[0.54] [0.65] [0.39] [0.35] [0.70] [1.20] [0.76] [0.83] [0.85] [1.25]

ROC Inter (p) 0.078 0.081 0.087 0.065 0.050 0.102 0.161 0.081 0.092 0.046

Controlling for Change in Credit/GDP, Inflation, GDPpc Growth and Change in GFCF/GDP (MA)
β̂MG 5.313 4.758 5.737 5.816 5.760 0.930 1.135 1.360 1.035 0.806

[3.31]*** [2.79]*** [2.87]*** [2.98]*** [2.90]*** [1.55] [1.61] [1.73]* [1.60] [1.21]
ROC Comp (p) 0.088 0.049 0.062 0.138 0.176 0.441 0.592 0.144 0.172 0.077

β̂A 4.621 4.691 4.845 4.489 4.115 0.915 0.902 1.071 1.617 1.622
[2.06]** [2.27]** [1.77]* [1.72]* [1.63] [0.91] [0.89] [0.86] [1.42] [1.43]

β̂B -2.708 -3.767 -1.015 -1.878 -1.923 -0.018 -0.034 0.122 0.315 -0.523
[0.80] [1.06] [0.35] [0.59] [0.57] [0.02] [0.04] [0.15] [0.34] [0.56]

ROC Comp (p) 0.031 0.009 0.030 0.040 0.073 0.034 0.040 0.025 0.020 0.024
ROC Inter (p) 0.292 0.238 0.349 0.301 0.241 0.152 0.139 0.200 0.146 0.177

Treated Sample
Countries 30 30 30 30 30 23 23 23 23 23
Observations 987 987 987 987 987 767 767 767 767 767
Crisis Prop. 0.048 0.048 0.048 0.048 0.048 0.050 0.050 0.050 0.050 0.050
Crises<cut-off 29 29 29 29 29 25 25 25 25 25
Crises>cut-off 18 18 18 18 18 13 13 13 13 13
Control Sample
Countries 52 48 44 38 28 61 57 53 47 37
Observations 1518 1409 1289 1104 778 1807 1698 1578 1393 1067
Crises Prop. 0.055 0.056 0.056 0.055 0.059 0.053 0.054 0.054 0.053 0.055

Notes: We present robust means for country estimates (marginal effect of a one standard deviation in the variable, in
percent) of MA(3)-transformed ∆credit/GDP or ∆Cap Flows/GDP or (Cap Flows/GDP)2 in the ‘treated’ sample of
countries, where treatment is defined by having crossed a threshold of 92% or 119% of credit/GDP, following our model
in equation (6). We present marginal effects for a lower regime, β̂A, and their deviation for a higher regime, β̂B . β̂MG

is the marginal effect when we ignore regimes; absolute t-ratios are reported in square brackets. Across columns we vary
the control sample by setting a lower cut-off: countries below this cut-off are dropped from the control group. The
full sample is labelled as 0th percentile. These results include four common factors estimated from the control samples,
results for 1-6 factors are available on request. We confirm that the factor-augmented model has better predictive power
than that without factors using comparison of AUROC statistics (not reported). ‘ROC Comp (p)’ reports p-values for
equivalent tests for the exclusion of the variable of interest and ‘ROC Inter (p)’ for equivalent test for the exclusion of the
interaction effect. ‘Crisis Prop’ is the unconditional propensity of a banking crisis in the sample indicated. The median
number of years countries spend in the ‘lower’ and ‘higher’ regime is 19 and 14 in Group I and 24 and 9 in Group II.
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M Exposing Developing Countries to Financial Vulnerability?

In parallel with the ‘too much finance’ analysis for developing economies in Appendix Section J above, in

this section we conduct an investigation of the crisis vulnerability in developing countries: we investigate

‘too much finance’ for countries which exceeded the 34% (27 treated countries) or 47% (30 countries)

credit/GDP threshold.

Main Results Figure M-1 illustrates the results for a range of ‘too much finance’ thresholds in

developing countries (at intermediate levels of financial development), where for each threshold k the

‘high’ regime is limited to (k+25)% but there are no restrictions on the control sample. Studying the

blue markers for specifications which ignore financial development indicates that capital inflows and, to a

lesser extent, credit booms are statistically significant crisis triggers across all specifications. In contrast,

aggregate commodity price movements are almost never statistically significant. Light-blue markers for

the effect when countries are below the ‘excessive’ finance threshold are typically positive and regularly

statistically significant. However, the pink markers for countries when they are above this threshold are

also uniformly positive for capital inflows and at times for credit growth. While these results are very

imprecisely estimated (only a couple of specifications yield statistically significant results), the patterns

point towards some detrimental effect of high levels of finance for this group of countries in the form

of increased financial vulnerability. For aggregate commodity price movements, we observe that pink

markers are uniformly negative, albeit never statistically significant.44

Extensions Figure M-2 only studies a small number of ‘too much finance’ cut-offs (or ranges: 34-

47% and 47-65% credit/GDP) in developing countries, with three different control sample restrictions

presented along the x-axis (peak credit/GDP above 0%, 16%, 20%, or 26%). The patterns discussed

above are clearly replicated here:45 ignoring financial development (blue markers) we see statistically

significant positive effects for credit booms as well as capital flows and aggregate commodity price

volatility. When countries are below the ‘excessive finance’ threshold credit booms and capital inflows

(light-blue markers) typically have positive albeit statistically insignificant effects. When the same coun-

tries are above this threshold (pink markers) we do however see large positive and at times statistically

significant effects, implying that vulnerability is increased. For commodity price movements results are
44Appendix Table M-1 reports the robust mean estimates from this exercise.
45These samples are made up of 27 and 30 countries — see Appendix Table M-1. The treated countries experienced 47

and 50 banking crises, respectively, of which one-third occurred in the higher regimes. The unconditional crisis propensity
is around 6%, compared with 4.9-5.5% in the control samples.
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quite mixed, although it would appear that the effect is typically negative for the periods when countries

are above the threshold.

Taken together, the benchmark analysis confirms general narratives in the literature of credit

boom cycles, capital inflows and ACP movements in their effect on banking crises. Once we account for

different financial development we found some indicative evidence that capital inflows and to a lesser

extent credit growth lead to increased financial vulnerability in the higher regime.

Figure M-1: Too Much Finance and Systemic Vulnerability in Developing Countries
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(a) Developing Country Sample: credit, capital flows
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(b) Developing Country Sample: ACP growth and volatility

Notes: We present the resulting effect on the propensity of a banking crisis following a standard deviation increase in
the prominent crisis trigger: credit booms, capital inflows, and aggregate commodity price (ACP) growth and volatility.
Dark blue markers indicate the change in crisis propensity (in %) if we ignore ‘too much finance’, light-blue markers
are for the effects below the ‘too much finance’ threshold, pink markers for those above the threshold — the latter are
interaction effects (in deviation from the former). Filled (hollow) markers indicate statistical (in)significance at the 10%
level. This visualisation is based on robust mean estimates reported in Appendix Table M-1. All markers are minimally
perturbed to aid presentation.
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Table M-1: Finance and Banking Crises in Developing Countries (30-55% range to 65-90% range)

Treatment Range 30-55% 35-60% 40-65% 45-70% 50-75% 55-80% 60-85% 65-90%
(credit/GDP) (1) (2) (3) (4) (5) (6) (7) (8)

Panel A: Change in Credit/GDP (Credit Booms Gone Bust)
Without controls
β̂MG 1.650 0.845 2.859 2.645 3.401 1.180 2.366 3.260

[1.25] [0.72] [2.11]** [1.97]** [2.59]** [0.88] [1.76]* [2.77]***

β̂A -1.218 -0.659 0.704 0.832 2.406 0.319 0.081 1.688
[0.62] [0.28] [0.35] [0.40] [1.37] [0.16] [0.04] [0.87]

β̂B 2.802 3.622 1.876 0.705 -0.225 -0.067 2.325 -0.970
[1.18] [1.26] [0.54] [0.21] [0.04] [0.02] [0.49] [0.26]

ROC Comp Inter (p) 0.006 0.010 0.012 0.008 0.001 0.007 0.000 0.005

Controls: Change in Capital Inflows/GDP, Inflation, Openness and ACP movements
β̂MG 5.148 2.285 3.645 3.115 6.067 1.957 3.486 3.297

[3.76]*** [1.54] [1.93]* [1.54] [2.71]*** [0.89] [1.67]* [1.65]*

β̂A -0.397 2.082 3.889 0.868 5.795 0.332 4.734 4.497
[0.17] [0.63] [1.93]* [0.30] [1.95]* [0.11] [1.78]* [1.18]

β̂B 6.021 6.471 4.181 4.884 2.378 -5.8 -1.459 -5.802
[2.02]** [1.37] [0.90] [1.04] [0.39] [1.29] [0.32] [1.00]

ROC Comp (p) 0.016 0.021 0.021 0.028 0.029 0.04 0.11 0.161
ROC Inter (p) 0.003 0.011 0.02 0.017 0.006 0.036 0.032 0.035

Panel B: Change in capital flows/GDP (Excessive Capital Flows)
Without controls
β̂MG 0.524 -0.141 5.205 9.179 10.190 4.313 7.090 3.272

[0.81] [0.18] [1.77]* [2.75]*** [2.63]*** [0.74] [1.44] [0.60]

β̂A 0.229 0.191 -0.150 4.750 2.454 -3.848 -0.776 0.075
[0.19] [0.21] [0.04] [1.83]* [0.66] [0.62] [0.18] [0.01]

β̂B 1.880 2.235 12.253 0.636 11.348 12.509 14.884 -17.492
[1.02] [0.82] [0.78] [0.06] [0.68] [0.74] [0.95] [1.74]*

ROC Comp Inter (p) 0.012 0.004 0.004 0.001 0.000 0.070 0.013 0.064

Controls: Change in Credit/GDP, Inflation, Openness and ACP movements
β̂MG 0.861 1.759 10.700 9.371 7.602 10.146 12.033 8.686

[0.68] [1.86]* [2.68]*** [1.92]* [2.08]** [2.00]** [2.01]** [3.65]**
ROC Comp (p) 0.043 0.037 0.033 0.037 0.026 0.022 0.024 0.048

β̂A -0.663 -2.236 5.686 5.646 2.956 10.392 7.423 6.459
[0.41] [1.05] [1.63] [1.11] [0.76] [1.96]** [1.19] [0.56]

β̂B 1.088 5.527 27.253 6.715 4.166 10.541 5.210 -29.956
[0.37] [1.46] [2.03]** [0.56] [0.20] [0.56] [0.35] [1.30]

ROC Comp (p) 0.059 0.276 0.118 0.112 0.172 0.168 0.138 0.101
ROC Comp Inter (p) 0.008 0.021 0.012 0.008 0.025 0.024 0.020 0.024

(Continued Overleaf)
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Table M-1: Finance and Banking Crises. . . (30-55% range to 65-90% range) — continued

Treatment Range 30-55% 35-60% 40-65% 45-70% 50-75% 55-80% 60-85% 65-90%
(credit/GDP) (1) (2) (3) (4) (5) (6) (7) (8)

Panel C: ACP Growth and Volatility
Without controls
∆ ACP β̂MG 1.187 1.910 2.006 1.845 2.046 2.747 1.284 -0.284

[0.88] [1.33] [1.31] [0.96] [1.08] [1.04] [0.57] [0.12]
ACP Vol β̂MG 0.251 -3.648 -8.789 -15.791 -9.726 -4.072 -14.899 -25.293

[0.06] [0.83] [1.12] [1.50] [0.91] [0.42] [1.44] [1.75]*

∆ ACPβ̂A 1.922 1.680 1.580 2.392 3.280 4.002 1.976 2.479
[1.22] [1.08] [0.75] [1.02] [1.56] [1.43] [0.80] [0.95]

∆ ACP β̂B 3.242 0.931 -4.100 0.728 -6.182 -16.350 -9.860 -10.330
[1.31] [0.27] [0.76] [0.15] [1.32] [2.39]*** [1.82]* [1.68]*

ACP Vol β̂A 0.738 -2.998 -8.723 -10.478 -2.570 2.383 -10.311 -12.458
[0.15] [0.52] [1.04] [0.95] [0.30] [0.22] [0.95] [1.04]

ACP Vol β̂B 0.364 -2.805 -3.467 -4.290 -7.993 -7.434 -5.929 -3.759
[0.17] [1.21] [0.80] [1.02] [2.10]** [1.25] [1.21] [0.63]

Controls: Change in Capital Inflows/GDP, Inflation and Openness
∆ ACP β̂MG 0.175 0.778 2.384 1.354 1.815 3.402 0.356 3.376

[0.11] [0.50] [1.28] [0.71] [0.87] [1.94]* [0.14] [0.78]
ACP Vol β̂MG 7.857 3.610 3.916 12.347 13.361 22.300 41.956 0.714

[1.18] [0.63] [0.65] [0.68] [0.81] [1.32] [1.46] [0.04]

∆ ACPβ̂A 3.670 3.739 2.295 1.040 1.715 5.250 0.534 2.788
[1.89]* [1.95]* [1.05] [0.52] [1.10] [2.11]** [0.27] [0.57]

∆ ACP β̂B -4.609 -0.836 -7.294 0.922 -3.818 -2.834 -6.024 2.098
[2.00]** [0.28] [1.36] [0.19] [0.53] [0.42] [1.15] [0.25]

ACP Vol β̂A 3.300 -0.995 5.442 3.383 -3.113 11.691 11.302 9.697
[0.32] [0.17] [0.56] [0.18] [0.21] [0.66] [0.61] [0.41]

ACP Vol β̂B -2.925 -1.715 3.589 2.880 -5.653 -12.855 -6.464 -11.593
[0.84] [0.33] [0.70] [0.47] [0.80] [1.49] [0.76] [0.92]

Treated Sample
Countries 50 44 42 38 39 34 33 34
Observations 1323 1147 1046 957 988 827 809 823
Crisis Prop. 0.060 0.060 0.066 0.064 0.065 0.065 0.063 0.057
Crises < cut-off 51 46 47 44 47 41 37 33
Crises > cut-off 28 23 22 17 17 13 14 14

Control Sample
Countries 17 24 30 35 38 44 47 51
Observations 455 691 888 1042 1128 1317 1387 1506
Crisis Prop. 0.053 0.054 0.050 0.051 0.050 0.051 0.053 0.055

Notes: We present robust means for country estimates (marginal effect of a one standard deviation in the variable, in
percent) of MA(3)-transformed ∆credit/GDP, ∆Cap Flows/GDP, ∆ACP or ACP volatility in the ‘treated’ sample of
countries, where treatment is defined by being in the credit/GDP range indicated at the top of the table, following our
model in equation (6) of the main text. The control sample includes all countries which stayed below the ‘treatment
range’. We present marginal effects for a lower regime, β̂A, and their deviation for a higher regime, β̂B . β̂MG is the
marginal effect when we ignore regimes; absolute t-ratios are reported in square brackets. We confirm that the factor-
augmented model has better predictive power than that without factors using comparison of AUROC statistics (not
reported). ‘ROC Comp (p)’ reports p-values for equivalent tests for the exclusion of the variable of interest and ‘ROC
Inter (p)’ for equivalent test for the exclusion of the interaction effect. ‘Crisis Prop’ is the unconditional propensity of a
banking crisis in the sample indicated. (xli)



Figure M-2: Too Much Finance and Systemic Vulnerability — Curtailed Control Samples
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(a) Developing Country Sample: credit, capital flows
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(b) Developing Country Sample: ACP growth and volatility

Notes: We present the effect on the propensity of a banking crisis following a standard deviation increase in the prominent
crisis trigger: credit booms, capital inflows, and (in the developing country sample) aggregate commodity price (ACP)
growth and volatility. Dark blue markers indicate the change in crisis propensity (in %) if we ignore ‘too much finance’,
light-blue markers are for the effects below the ‘too much finance’ threshold, pink markers for those above the threshold —
the latter are interaction effects (in deviation from the former). Filled (hollow) markers indicate statistical (in)significance
at the 10% level. This visualisation is based on robust mean estimates reported in Appendix Table M-2. All markers are
minimally perturbed to aid presentation.
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Table M-2: ‘Too Much Finance’ and Banking Crises in Developing Countries (LDCs)

Treatment Range 34-65% Credit/GDP 47-92% Credit/GDP
(60th-80th percentile) (70th-90th percentile)

(1) (2) (3) (4) (5) (6) (7)
Control: Above 0% 16% 20% 0% 16% 20% 26%
Percentile 0th 30th 40th 0th 30th 40th 50th

Panel A: Change in Credit/GDP (Credit Booms Gone Bust)
Without controls
β̂MG 1.683 1.635 2.032 1.933 2.211 1.312 1.081

[1.17] [1.21] [1.27] [1.25] [1.31] [0.83] [0.84]

β̂A -1.291 -2.190 -1.423 -0.621 -0.252 -1.782 -1.252
[0.50] [0.90] [0.53] [0.46] [0.15] [1.06] [0.95]

β̂B 5.332 4.563 4.232 6.860 5.579 6.166 4.965
[1.54] [1.34] [1.26] [1.90] [1.64] [1.57] [1.44]

ROC Inter (p) 0.010 0.006 0.008 0.027 0.012 0.010 0.120

Controls: Change in Capital Inflows/GDP, Inflation, Openness and ACP movements
β̂MG 4.400 3.344 3.881 3.429 3.099 3.654 3.773

[3.45]*** [2.27]** [2.52]** [2.19]** [1.98]** [2.24]** [2.52]**
ROC Comp (p) 0.028 0.026 0.031 0.086 0.051 0.057 0.060

β̂A 2.964 2.589 3.508 2.712 0.844 2.796 2.537
[1.02] [0.90] [1.31] [1.19] [0.42] [1.20] [1.23]

β̂B 5.282 4.620 3.838 0.508 1.409 1.932 2.058
[1.01] [0.94] [0.77] [0.13] [0.39] [0.50] [0.52]

ROC Comp (p) 0.017 0.028 0.029 0.045 0.094 0.058 0.078
ROC Inter (p) 0.012 0.008 0.010 0.030 0.011 0.015 0.025

Panel B: Change in capital flows/GDP (Excessive Capital Flows)
Without controls
β̂MG 1.043 0.984 0.689 6.080 5.198 5.948 1.358

[0.90] [0.82] [0.51] [1.77]* [1.61] [1.90]* [0.67]

β̂A 1.200 1.204 1.089 1.308 1.864 1.704 2.687
[1.10] [1.04] [1.09] [0.36] [0.55] [0.55] [0.79]

β̂B 6.882 6.427 4.234 17.677 18.636 13.765 11.327
[2.03]** [1.72]* [1.21] [1.39] [1.43] [1.07] [1.11]

ROC Inter (p) 0.053 0.109 0.073 0.001 0.004 0.002 0.004

Controls: Change in Credit/GDP, Inflation, Openness and ACP movements
β̂MG 0.192 -0.115 0.124 1.723 3.284 1.455 0.670

[0.12] [0.06] [0.07] [0.48] [0.87] [0.41] [0.19]
ROC Comp (p) 0.197 0.264 0.076 0.148 0.033 0.062 0.138

β̂A -1.230 -1.114 -0.278 3.076 3.398 4.407 3.449
[0.52] [0.50] [0.13] [0.80] [0.85] [0.93] [0.95]

β̂B 10.841 7.502 9.452 9.685 8.286 6.972 11.857
[1.90]* [1.16] [1.28] [1.08] [0.80] [0.64] [1.18]

ROC Comp (p) 0.035 0.111 0.018 0.099 0.131 0.076 0.078
ROC Inter (p) 0.015 0.031 0.006 0.048 0.012 0.023 0.029

(Continued Overleaf)
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Table M-2: ‘Too Much Finance’ and Banking Crises in LDCs (continued)

Treatment Range 34-65% Credit/GDP 47-92% Credit/GDP
(60th-80th percentile) (70th-90th percentile)

(1) (2) (3) (4) (5) (6) (7)
Control: Above 0% 16% 20% 0% 16% 20% 26%
Percentile 0th 30th 40th 0th 30th 40th 50th

Panel C: Aggregate Commodity Price (ACP) Growth and Volatility
Without additional controls
∆ACP β̂MG 2.397 2.168 1.695 0.888 -0.091 2.057 0.168

[1.31] [1.14] [0.94] [0.41] [0.04] [0.94] [0.07]
ACP Vol β̂MG -2.675 -1.556 -4.264 -8.646 -12.273 -14.614 -9.545

[0.71] [0.52] [2.07]** [0.84] [1.09] [1.40] [1.19]

∆ACP β̂A 2.904 2.928 3.035 2.686 3.824 2.201 2.331
[1.77]* [1.57] [1.75] [1.11] [1.29] [0.84] [0.91]

ACP Vol β̂A -1.128 -1.762 -2.723 4.227 8.226 0.551 2.919
[0.19] [0.32] [0.58] [0.43] [1.60] [0.06] [0.54]

∆ACP β̂B -6.144 -6.732 -6.317 -6.162 -5.656 -8.971 -9.728
[1.54] [1.86]* [1.56] [1.15] [1.15] [1.61] [1.83]*

ACP Vol β̂B -0.370 -1.029 -0.513 -5.040 -1.044 -3.051 -4.081
[0.19] [0.41] [0.20] [0.91] [0.22] [0.63] [0.76]

ROC Inter (p) 0.000 0.001 0.000 0.001 0.000 0.002 0.004

Controls: Change in Capital Inflows/GDP, Inflation, Openness and Credit/GDP Growth
∆ACP β̂MG 0.664 -0.189 0.933 1.649 2.066 1.363 1.682

[0.31] [0.09] [0.44] [0.66] [0.16] [0.57] [0.34]
ACP Vol β̂MG 15.931 4.475 7.190 24.510 23.763 25.729 14.621

[2.23]** [0.82] [1.02] [1.83]* [2.05]** [1.50] [1.17]
ROC Comp (p) 0.000 0.000 0.001 0.000 0.002 0.000 0.000

∆ACP β̂A 1.244 0.434 1.186 -0.412 -3.048 -0.032 -3.169
[0.53] [0.23] [0.54] [0.15] [1.27] [0.01] [1.19]

ACP Vol β̂A 18.111 6.303 -0.225 25.984 27.541 27.002 18.722
[1.54] [0.71] [0.02] [1.59] [2.37]** [2.53]** [2.00]**

∆ACP β̂B -2.762 -7.282 -4.718 -4.895 -7.197 -9.922 -9.123
[0.47] [1.28] [0.78] [0.92] [1.16] [1.49] [1.74]*

ACP Vol β̂B 6.836 3.876 5.761 1.350 2.468 0.142 -2.245
[1.42] [0.86] [0.99] [0.21] [0.54] [0.02] [0.43]

ROC Comp (p) 0.003 0.001 0.000 0.001 0.001 0.000 0.000
ROC Inter (p) 0.093 0.037 0.020 0.048 0.053 0.034 0.063

Treated Crisis Prop. 0.058 0.058 0.058 0.060 0.060 0.060 0.060
Treated Crises<cut-off 31 31 31 34 34 34 34
Treated Crises>cut-off 16 16 16 16 16 16 16
Control Countries 24 19 16 34 29 26 20
Control Observations 710 599 492 1018 907 800 631
Control Crisis Prop. 0.051 0.052 0.055 0.051 0.052 0.054 0.049

Notes: We present robust means for country estimates (marginal effect of a 1sd increase in the variable, expressed in
percent) of MA(3)-transformed ∆credit/GDP or ∆Cap Flows/GDP or Aggregate Commodity Price Movements in the
‘treated’ sample of countries (N=27, n=810; N=30, n=839, respectively), where treatment is defined by having crossed
a threshold of 34% or 47% of credit/GDP (but staying below 65% and 92%, respectively). Absolute t-ratios are reported
in square brackets. See also notes to Table L-1.
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